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Abstract. Studies known as impact evaluation or treatment effect evaluation are 

traditionally based on regression models that include categorical covariates. Another 

method, known as "synthetic counterfactual analysis" tries to determine how some 

variables would have evolved in the absence of the event of interest. This paper proposes 

"statistical learning" as an alternative method of impact evaluation. Statistical learning 

fits an econometric model to a subset of the data (the training set) and tests its predictions 

on another subset of the data (the test set). The parameters of the econometric model are 

determined by evaluating the model’s performance in predicting the variable of interest in 

the test data subset. Using prediction methods in impact evaluation problems is a novelty. 

The method is exemplified on the effect of EU membership on a member country's GDP. 

The results, however, are not yet satisfactory, probably since the current statistical 

learning methods are not suitable for panel data. 
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1. Introduction 

How would the world look like if event X would not have happened? Of course, 

nobody knows with certainty. The question, though, is more than a matter of curiosity. 

An answer would cast light on the consequences of event X. Event X could be a persistent 

change, such as a change in taxes, a new vaccination program, a change in legislation 

banning smoking in public places, increasing or abolishing tuition fees for tertiary 

education, lowering trade tariffs, a country’s becoming a member of some international 

organization, or the election of a new president or prime minister. Event X could also be a 

one-time happening, such as a natural or human-caused disaster. Answering such 

questions is the concern of impact evaluation, or treatment effect methods.  

 

Given adequate information about today’s state of the world, what would be the state 

of the world of tomorrow? Or, alternatively, given adequate information about a number 

of entities (Hastie, Tibshirani and Friedman 2009) states, provinces, companies, and 

individuals), how can one describe another, similar entity? Statistical learning tries to 

predict the values of some variable Y by finding the best-predicting model, based on 

existing information about bout Y and its covariates X. While assumptions or theories 

about how some factors influence a dependent variable are important for standard 

regression analysis, statistical learning focuses more on prediction rather than 

interpretation. While standard regression models emphasize inference, interpretation and 

hypothesis testing, statistical learning focuses on prediction, with less concern about the 

interpretability of a model. 
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 How can statistical learning help solving an impact evaluation problem? Impact 

evaluation can be related to the problem of determining a counterfactual, which is how 

the world would evolve if some event wouldn’t have happened. Statistical learning 

methods could allow one to “predict” the fictitious, counterfactual state of the world. 

Then, by comparing the counterfactual with the real state of the world, one can make 

some statement of the impact of the event under scrutiny. This study focuses on 

contrasting the a few alternative methods of impact evaluation, of which statistical 

learning is new, using European Union membership as an example.  

 

 Recent studies on the effect of EU membership on economics growth are 

(Cuaresma, Ritzberger-Grunwald and Silgoner 2008), (Böwer and Turrini 2009) and 

(Campos, Coricelli and Moretti 2014). The former two articles use simple difference 

estimators ( (Hill, Griffiths and Lim 2011), while the latter uses a synthetic counterfactual 

method (Abadie, Diamond and Hainmueller 2010). The authors find some evidence of 

positive effects, with large heterogeneity across countries.  

 

2. Data 

 The data come from the World Bank (WB 1990), under the form of a panel data 

over the period of 1995 to 2010, including up to 101 countries. Ten countries have 

become members in 2004 (Cyprus, the Czech Republic, Estonia, Hungary, Poland, the 

Slovak Republic, Slovenia, Lithuania, Latvia, and Malta), Romania and Bulgaria in 2007 

and Croatia in 2013. The European Union has currently 28 member states. (Croatia, 

Cyprus, Lithuania, and Latvia are excluded from the dataset due to incomplete data.)  
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The following variables serve as predictors in the next models: 

 LGDP = log of real GDP per capita, in 2005 U.S. dollars 

 LGoEx = log of government expenditure, % of GDP 

 LGoEx_1 is the one-period lag of LGoEx 

 Capital = gross capital formation, % of GDP 

 Saving = gross domestic savings, % of GDP 

 IndShr = industry share, % of GDP 

 EUmember = 1 if a country is an EU member in a given year;  

 EUmember1 = EUmember (t+1), to model pre-accession effects 

 crisis =1 if Year = 2008 or Year =2009 

 

3. Empirical considerations and results using existing methods 

To put the results of a statistical learning exercise in perspective, some alternative 

models are investigated. A first model estimates a difference-in-differences (DID) 

parameter (EUmember) in a dynamic panel data (Arellano and Bond 1991). The dynamic 

panel model works with first differences in variables; first differences eliminate the time-

invariant, country-specific factors and reduce autocorrelation. The model also uses higher 

lags as instrumental variables to address endogeneity issues. Table 1 shows the results. 

The EUmember indicator variable comes out significant and important, suggesting an 

average effect of about 6% advantage in GDP per capita for member countries as 

compared to similar non-members. Table 2 uses the same dynamic model as Table 1, but 

includes a crisis indicator for the years of 2008 and 2009. The inclusion of these extra 

terms has not changed the previous result in what the variable EUmember is concerned. 

To check the robustness of this result, Table 2 includes the variables EUmember1, which 
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accounts for the fact that a new member begins the accession process before the actual 

data of accession. Table 3 proposes another robustness exercise: Estimating the same 

model, but under the form of a fixed-effect panel data with time dummies. The 

shortcoming of such DID models is that they only give average effects, which do not 

account for country specific circumstances.  

  

Another method of impact evaluation is the synthetic counterfactual analysis (Abadie, 

Diamond and Hainmueller 2010). Instead of trying to find a model that provides reliable 

inference and hypothesis testing, the synthetic counterfactual method tries to find a subset 

in the data that can best predict past values of the dependent variable. When this subset is 

found, it is used to forecast the “counterfactual,” i.e., the values of the dependent variable 

that would have occurred in the absence of the “treatment.” A similar study, using fewer 

control countries has been performed by (Campos, Coricelli and Moretti 2014) to 

estimate the effect of EU membership on GDP per capita.  

 

Figure 1 shows the actual and the calculated counterfactual GDP per capita in a few 

countries of the 2004 and 2007 waves of EU enlargement. These graphs have been 

constructed using the “Synth” package in R (Diamond and Hainmueller 2011). They 

extend (Campos, Coricelli and Moretti 2014) to three new member states, Bulgaria, 

Cyprus, and Romania, and a few extra years after the date the integration took place. 

While for many countries the results are similar to (Campos, Coricelli and Moretti 2014), 

results do not match for Poland and the Slovak Republic. The extension of the period of 

analysis from the end-of-period 2009 of (Campos, Coricelli and Moretti 2014) to the end-
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of-period of 2012 in the present study reveals some interesting cases. One is Hungary, 

which appeared to enjoy an advantage from EU membership only after 2010; On the 

other hand, Bulgaria and Latvia appear to be losing from membership after 2010.  

 

4. Statistical learning as a tool for constructing a counterfactual 

Unlike standard econometrics models, which focus on explanation and inference, 

both synthetic counterfactual and statistical learning focus on prediction (Shmueli 2010). 

Explanation and inference require keeping models reasonably simple, a condition that is 

not necessary when prediction is pursued. However, one may notice that an explanatory 

model that does a poor job in predicting even intra-sample observations is unlikely to 

provide reliable inference. On the other hand, by disregarding standard econometrics 

problems, such as serial correlation and endogeneity, predictive models are unlikely to 

serve their purpose of providing accurate predictions. The idea of using statistical 

learning for the construction of a counterfactual works in two steps: (i) find and optimize 

a model for accurate in-sample predictions (the training and testing phase), and (ii) use 

the model to predict the counterfactual. The training and testing phase consists in 

dividing the dataset in a “training” and a “test” subsamples and tuning a specified model 

to best predict the test samples. Figure 2 illustrates some results obtained by the use of 

the “caret” package in R (Kuhn 2008). Two countries and two regression methods serve 

as examples of using a statistical learning methodology. The method marked “lm” is 

based on a standard linear regression model, while the other, marked “brnn” uses a 

“Bayesian regularized neural network” model (Rodriguez and Gianola 2015). The results 

are similar between the two methods but are inconsistent, in some cases, with the results 
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discussed in the previous sections (see, for instance, the cases of Poland and the Czech 

Republic.)  

After several attempts of finding the best predictive model, it became clear that the 

larger the “training” subsample, the poorer the prediction, which is a counterintuitive 

result. The best prediction was found when only the time series for the country under 

study was used, which is an important loss of information. Apparently, models that would 

take advantage of the panel structure of the data are not yet available in statistical 

learning packages. To somehow use the panel structure of the data, time and country 

indicator variables were included in the models, which did not help much in stabilizing 

the results. Perhaps one way to incorporate panel features in the available packages 

would be to include in the dataset, as separate variables, lags or first differences of the 

existing independent variables. While doing so may address the autocorrelation problem, 

it does not address the endogeneity problem, other than including a “control” group of 

countries.  

 

5. Conclusion 

This first attempt of using statistical learning (or predictive modeling) methods in an 

impact evaluation problem is rather disappointing. The existing statistical learning 

methods seem to perform poorly when the data have a time dimension. They also seem to 

be very sensitive to the selection of the countries in the control group, as well as to slight 

errors in the imputation of missing values 
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Figure 1: The results from applying a synthetic counterfactual method 
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Figure 2: The results from applying statistical learning methods 

 

  

 

  


