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A COMPLETELY BOUNDED NON-COMMUTATIVE CHOQUET

BOUNDARY FOR OPERATOR SPACES

RAPHAËL CLOUÂTRE AND CHRISTOPHER RAMSEY

Abstract. We develop a completely bounded counterpart to the non-commu-
tative Choquet boundary of an operator space. We show how the class of
completely bounded linear maps is too large to accommodate our purposes.
To overcome this obstacle, we isolate the subset of completely bounded linear
maps on an operator space admitting a dilation of the same norm which is
multiplicative on the generated C∗-algebra. We view such maps as analogues of
the familiar unital completely contractive maps, and we exhibit many of their
structural properties. Of particular interest to us are those maps which are
extremal with respect to a natural dilation order. We establish the existence
of extremals and show that they have a certain unique extension property. In
particular, they give rise to ∗-homomorphisms which we use to associate to
any operator space an entire scale of C∗-envelopes. We conjecture that these
C∗-envelopes are all ∗-isomorphic, and verify this in some important cases.

1. Introduction

Let X be a compact metrizable space and let A be a uniform algebra on X , that
is a closed unital algebra of continuous functions which separates the points of X .
The Shilov boundary is the smallest closed subset ΣA ⊂ X with the property that
the restriction map

f 7→ f |ΣA
, f ∈ A

is isometric. One way of constructing ΣA is to take the closure of the Choquet
boundary of A, which consists of the points ξ ∈ X with the property that there is
a unique probability measure on X , namely the point mass at ξ, satisfying

f(ξ) =

∫

X

fdµ, f ∈ A.

In other words, the point ξ lies in the Choquet boundary ofA if the point evaluation
functional

f 7→ f(ξ), f ∈ A
extends to a unique state on the C∗-algebra C(X).

This paper will be primarily concerned with the investigation of similar ques-
tions in a non-commutative context. More precisely, we replace uniform algebras
by subspaces M of arbitrary C∗-algebras A such that A = C∗(M). Such subspaces
are called operator spaces, and throughout the years the surrounding theory has
developed into a powerful machine. In particular, it is now well-known that op-
erator spaces and operator algebras can be defined in a purely abstract fashion,
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independent of any ambient C∗-algebra (these are results of Ruan [38], Choi-Effros
[13] and Blecher-Ruan-Sinclair [11] respectively). Despite the sophistication of this
theory, it is often desirable to have access to the wealth of structure available for
C∗-algebras, and thus the question arises of how to identify some sort of canonical
smallest C∗-algebra containing the object of interest. Such a C∗-algebra would be
the non-commutative analogue of the Shilov boundary of a uniform algebra.

In a seminal paper, Arveson [4] initiated a program to construct the sought after
C∗-algebra by developing a non-commutative version of the Choquet boundary. The
central objects in his approach are the so-called boundary representations, certain
unital completely positive linear maps having a unique extension property, much in
the spirit of the defining property for points to lie in the classical Choquet boundary.
Although Arveson was not able to fully realize his plan initially, the impact that his
approach had is still very much felt to this day. The solution to the problem was
eventually found by Hamana who constructed in [25] the C∗-envelope of an operator
system using a different argument. Nevertheless, the objects introduced by Arveson
were interesting in their own right, and spurred on significant results by Muhly-Solel
[30] and Dritschel-McCullough [22]. Drawing from these contributions, Arveson
himself later managed to fulfill his initial vision and construct the C∗-envelope of
a unital operator space using boundary representations, at least in the separable
case [7]. The separability assumption was later removed by Davidson-Kennedy in
[18] (see also [27] for related work). There are still interesting unresolved issues
regarding boundary representations, such as Arveson’s hyperrigidity conjecture [8]
which has witnessed recent progress [28],[17].

We mention here that the very foundation of Arveson’s boundary representations
approach is Stinespring’s dilation theorem, which guarantees that unital completely
positive maps on C∗-algebras can be dilated to unital ∗-homomorphisms. In partic-
ular, the construction of the C∗-envelope of a general (possibly non-unital) operator
space presents some difficulties, although there has been a meaningful theory devel-
oped in that setting as well. Indeed, Hamana [26] (see also Blecher [9]) associates
to any operator space its triple envelope, that is a ternary ring of operators that is
the smallest such in the usual universal sense. This object can also be obtained by
using a technique close in spirit to Arveson’s non-commutative Choquet boundary,
as was recently done by Fuller-Hartz-Lupini in [23]. A device known as Paulsen’s
“off-diagonal” technique and the associated generalization of Stinespring’s dilation
theorem [33] for completely contractive maps play a central role therein.

Heuristically, Arveson’s approach yields the existence of what one may call a
unital completely positive non-commutative Choquet boundary. The corresponding
adaptation of Fuller-Hartz-Lupini yields the existence of a completely contractive
non-commutative Choquet boundary. However, the analogy with classical uniform
algebra theory in the latter case is less accurate, as the resulting non-commutative
Shilov boundary is not an algebra. We note that this apparent imperfection is
somehow intrinsic due to the lack of a perfect analogue of the Stinespring dilation
theorem. Accordingly, our goal in this paper is two-fold. First, we aim to develop a
completely bounded counterpart to the aforementioned Choquet boundaries. Sec-
ond, we wish to use this completely bounded non-commutative Choquet boundary
to construct a non-commutative Shilov boundary that is still a C∗-algebra. To
achieve these objectives, we consider operator spaces along with the extra data of a
completely isometric representation on some Hilbert space. Even when we restrict
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our attention to the unital setting, the completely bounded theory faces the usual
obstacle related to the absence of a Stinespring dilation. We overcome this difficulty
by focusing on a subclass of the completely bounded linear maps. This ultimately
allows us to obtain the desired objects, although subtleties arise in our construction
that are not present in the works cited above.

We now outline the organization of the paper and state our main results. In
Section 2 we collect various preliminary notions that we require throughout. In
Section 3 we adapt the machinery of [22] and [18] to construct extremal elements
in a very general framework. This tool is used in two different contexts later on.
In Section 4, we show the following theorem (Theorem 4.7), which illustrates that
the class of completely bounded linear maps is not appropriate for our purposes,
and that the machinery developed in Section 3 cannot be used to produce a Shilov
boundary that is an algebra by means of so-called CBr-extremal elements.

Theorem 1.1. Let A ⊂ B(H) be an operator algebra. Let ω : A → B(Hω) be a

completely bounded linear map. Assume that ω is CBr(A)-extremal for some r ≥ 1.
Then, the following statements are equivalent.

(i) The map ω is multiplicative.

(ii) The map ω is completely contractive, and there is a ∗-homomorphism σ :
C∗(A) → B(Hω) that agrees with ω on A.

(iii) There is a contractive completely positive map Ψ : C∗(A) → B(Hω) that

agrees with ω on A.

This theorem motivates the introduction of a subclass of maps on which we focus
in subsequent sections. Roughly speaking, for every r ≥ 1 this subclass Pr consists
of completely bounded linear maps that have a multiplicative dilation that is well-
behaved. To make this precise, we introduce in Section 5 what we call Paulsen’s
similarity property, and provide a characterization of it (Theorem 5.4) in terms
of unital extensions of homomorphisms. We formally introduce the class Pr in
Section 6, and establish many of its structural properties. We summarize some of
them in the following (see Theorem 6.3 and Corollary 6.4).

Theorem 1.2. Let M ⊂ B(H) be an operator space and let ϕ : M → B(Hϕ) be an

element of Pr(M), where r ≥ 1. Then, there is a Hilbert space Kϕ containing Hϕ,

a ∗-homomorphism σ : C∗(M) → B(Kϕ) and an invertible operator X ∈ B(Kϕ)
with

‖X‖ = ‖X−1‖ ≤ r1/2

such that

ϕ(a) = PHϕ
Xσ(a)X−1|Hϕ

, a ∈ M.

In particular, there is a contractive completely positive linear map ψ : C∗(M) →
B(Hϕ) with the property that

‖ϕ− ψ|M‖cb ≤ r − 1.

Section 7 contains the main technical development of the paper, and is devoted
to the study of the extremal elements of the class Pr. This is where the benefits
of working with this subclass are made manifest, and we obtain the following (see
Corollary 7.4, Theorem 7.5 and Theorem 7.6).

Theorem 1.3. Let M ⊂ B(H) be an operator space and let AM be the operator

algebra that it generates. Then, the following statements hold.
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(1) There is a Pr(M)-extremal element ω such that for every n ∈ N and every

a ∈Mn(M) we have ‖a‖ ≤ ‖ω(n)(a)‖.
(2) Assume that ω is Pr(M)-extremal. Then, ω has a unique Pr-extension

to AM, and that extension is a completely bounded homomorphism. Fur-

thermore, there is an invertible operator X with ‖X‖ = ‖X−1‖ ≤ r1/2 such

that the map defined as

ωX(a) = Xω(a)X−1, a ∈ M
has a unique contractive completely positive extension to C∗(M). That

extension is a ∗-homomorphism.

In Section 8, given an operator space M and a completely isometric linear map
µ : M → B(Hµ), we define the C∗-envelope that we seek. For any r ≥ 1 we build
a ∗-homomorphism εµ,r on C∗(µ(M)) using the extremal elements from the class
Pr. We then define the C∗

r -envelope as C∗
e,r(M, µ) = εµ,r(C

∗(µ(M))). Although
this construction is not independent of the representation µ in general, we show
that it is invariant under appropriate isomorphisms, and that it has a universal
property (see Theorem 8.4 and Corollary 8.5).

Theorem 1.4. Let M,N be operator spaces and let

µ : M → B(Hµ), ν : N → B(Hν)

be completely isometric linear maps. Let r ≥ 1 and let τ : µ(M) → ν(N ) be a P-

isomorphism. Then, C∗
e,r(M, µ) and C∗

e,r(N , ν) are unitarily equivalent. Moreover,

there is a surjective ∗-homomorphism ρ : C∗(ν(N )) → C∗
e,r((M, µ)) such that

ρ ◦ τ = εµ,r on µ(M).

We elucidate the dependence of the C∗
r -envelopes on the parameter r. We con-

jecture that C∗
e,r(M, µ) = C∗

e,1(M, µ) for every r ≥ 1, but are unable to prove it in
general. Nevertheless, we provide supporting evidence for the conjecture in some
important cases. First, we obtain the following variation on Arveson’s boundary
theorem [5] (Theorem 8.11).

Theorem 1.5. Let M be an operator space and let µ : M → B(Hµ) be a completely

isometric linear map such that C∗(µ(M)) contains the ideal K of compact operators

on Hµ. Let r ≥ 1 and assume that there is n ∈ N and a ∈ Mn(M) such that

‖µ(a) + K‖ < r−1‖a‖. Then, the C∗-algebras C∗
e,r(M, µ) and C∗(µ(M)) are ∗-

isomorphic.

Finally, we make a connection with the original motivational example of uniform
algebras (Theorem 8.12).

Theorem 1.6. Let A be a uniform algebra on a compact metrizable space X. Let

ΣA ⊂ X denote the Shilov boundary of A. Let α : A → B(Hα) be a completely

isometric algebra homomorphism. Then, for each r ≥ 1 the C∗-algebras C∗
e,r(A, α)

and C(ΣA) are ∗-isomorphic.

2. Preliminaries

2.1. Operator spaces and completely bounded maps. We start by recalling,
very briefly, terminology and basic results from operator space theory. A good
reference on the subject is [31], which the reader can consult for more details.
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Let H be a Hilbert space and let B(H) denote the C∗-algebra of bounded linear
operators on H. A subspace M ⊂ B(H) is called an operator space. If M is self-
adjoint and contains the identity, then it is called an operator system. If M is a
subalgebra of B(H), we say that it is an operator algebra. As mentioned in the
introduction, these three concepts can be defined abstractly, but for our purposes
the previous definitions will suffice.

Let n ∈ N and letMn(M) denote the space of n×nmatrices with entries fromM.
If we put H(n) = H⊕ . . .⊕H, then we may view Mn(M) as a subspace of B(H(n)).
The norm on Mn(M) is that induced by this identification. If ϕ : M → B(Hϕ) is

a linear map, then it induces another linear map ϕ(n) :Mn(M) → B(H(n)
ϕ ) defined

as

ϕ(n)([aij ]i,j) = [ϕ(aij)]i,j , [aij ]i,j ∈Mn(M).

If M is an operator algebra and ϕ is a homomorphism, then so is ϕ(n). The com-

pletely bounded norm of ϕ is defined as

‖ϕ‖cb = sup
n∈N

‖ϕ(n)‖.

The map ϕ is said to be completely bounded if ‖ϕ‖cb is finite, and completely con-

tractive if ‖ϕ‖cb ≤ 1. If ϕ(n) is isometric for every n ∈ N, then ϕ is said to be
completely isometric. If ϕ(n) is positive for every n ∈ N, then ϕ is said to be
completely positive. It is well-known that if M is an operator system and ϕ is
completely positive, then ‖ϕ‖cb = ‖ϕ(1)‖.

Wittstock’s extension theorem says that given an operator space M ⊂ B(H)
and a completely bounded linear map ϕ : M → B(Hϕ), there exists a linear map
Φ : B(H) → B(Hϕ) that agrees with ϕ on M and such that ‖Φ‖cb = ‖ϕ‖cb. If M
is an operator system and ϕ is completely positive, then by Arveson’s extension
theorem Φ can be chosen to be completely positive as well.

Finally, we mention a very important observation of Arveson that will be used
frequently without mention. If M is a unital operator space, then M +M∗ is an
operator system, and any unital completely contractive map onM extends uniquely
to a unital completely positive map on M+M∗.

2.2. Unitizations of operator spaces. We typically do not assume that operator
spaces contain the identity element of the ambient B(H). Even in the event that
they do contain it, we typically do not assume that the maps we consider preserve
the identity. Accordingly, there is a certain standard unitization procedure that we
will have the occasion to use several times throughout. It associates to an operator
space M a unital operator space Υ(M), and to a linear map ϕ on M a unital linear
map Υ(ϕ) on Υ(M). The notation established here will be used tacitly throughout
the paper.

More precisely, let M ⊂ B(H) be an operator space and let A = C∗(M) be the
C∗-algebra that it generates. Then, there exist a unital C∗-algebra Υ(A), a unital
subspace Υ(M) ⊂ Υ(A) and an injective ∗-homomorphism υ : A → Υ(A) with the
property that

Υ(A) = υ(A) + Ce and Υ(M) = υ(M) + Ce

where e is the unit of Υ(A). To show this, we distinguish two cases. If A is not
unital, we put

Υ(A) = A+ CIH, Υ(M) = M + CIH
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and we simply let υ : A → Υ(A) be the inclusion. If A is unital, we let

Υ(A) = A⊕ C, Υ(M) = M⊕ C

and we define the injective ∗-homomorphism υ : A → Υ(A) as

υ(a) = a⊕ 0, a ∈ A.

This establishes the claim.
Next, we note that the unitization can also be performed on maps. If ϕ : M →

B(Hϕ) is a linear map, then there is a unique unital linear map Υ(ϕ) : Υ(M) →
B(Hϕ) that satisfies

(Υ(ϕ) ◦ υ)(m) = ϕ(m), m ∈ M.

In the following two particular cases, more can be said about the map Υ(ϕ).

• Let ϕ be a contractive linear map on M that extends to a contractive com-
pletely positive linear map on A. Since υ−1 is contractive and completely
positive on υ(A), we may use [12, Proposition 2.2.1] to see that Υ(ϕ) is a
unital map on Υ(M) that extends to a completely positive map on Υ(A).

• Let M be an operator algebra and let ϕ be a completely contractive ho-
momorphism. It is easily verified that Υ(ϕ) is a unital homomorphism,
and moreover it is completely contractive by [29, Corollary 3.3] (see also
[10, Theorem 2.1.13]).

Finally, we note that given a linear map Φ : Υ(M) → B(H), there is a linear map
ϕ : M → B(H) such that Υ(ϕ) = Φ if and only if Φ is unital. Moreover, Φ is unital
and completely contractive on Υ(M) if and only if Φ = Υ(ϕ) for some linear map
ϕ on M that extends to a contractive completely positive linear map on A.

2.3. Ultraproducts. Several of our arguments in the sequel will require the ma-
chinery of ultraproducts. The following material is folklore, but we collect it here
for the convenience of the reader.

Let Λ be a directed set and let U be a cofinal ultrafilter on Λ. For each λ ∈ Λ, let
Kλ be a Hilbert space containing a fixed Hilbert space H. We denote by

∏
λ∈Λ Kλ

the Banach space of all bounded nets (ξλ)λ∈Λ. The ultraproduct Hilbert space KU
of (Kλ)λ∈Λ along U is defined as

KU =

(
∏

λ∈Λ

Kλ
)
/ZU

where

ZU =

{
(ξλ)λ∈Λ ∈

∏

λ∈Λ

Kλ : lim
U

‖ξλ‖ = 0

}
.

Given ξ = (ξλ)λ∈Λ ∈ ∏λ∈ΛKλ, we denote its canonical image in KU by [ξ]. The
inner product on KU is given as follows: for ξ = (ξλ)λ∈Λ ∈ ∏

λ∈Λ Kλ and η =
(ηλ)λ∈Λ ∈∏λ∈ΛKλ we have

〈[ξ], [η]〉KU
= lim

U
〈ξλ, ηλ〉Kλ

.

In particular, we see that the linear map V : H → KU defined as

V h = [(h)λ∈Λ], h ∈ H
is an isometry.
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For each λ ∈ Λ, let Tλ : Kλ → Kλ be a bounded linear operator. Assume that

sup
λ∈Λ

‖Tλ‖ <∞.

Then, the ultraproduct operator TU : KU → KU of (Tλ)λ∈Λ along U is the bounded
linear operator defined as

TU [(ξλ)λ∈Λ] = [(Tλξλ)λ∈Λ], (ξλ)λ∈Λ ∈
∏

λ∈Λ

Kλ.

It is readily verified that ‖TU‖ ≤ limU(‖Tλ‖)λ∈Λ.
Let M be an operator space. For each λ ∈ Λ, let ϕλ : M → B(Kλ) be a

completely bounded linear map. Assume that

sup
λ∈Λ

‖ϕλ‖cb <∞.

Then, the map

lim
U
(ϕλ)λ∈Λ : M → B(KU )

defined as

lim
U
(ϕλ)λ∈Λ(a) = lim

U
(ϕλ(a))λ∈Λ, a ∈ M

is linear with ∥∥∥lim
U
(ϕλ)λ∈Λ

∥∥∥
cb

≤ lim
U
(‖ϕλ‖cb)λ∈Λ.

If M is an operator algebra and each ϕλ is multiplicative, then so is limU (ϕλ)λ∈Λ.

3. Dilation orders and maximal maps

Let M be an operator space and let r ≥ 0. For each Hilbert space H we denote
by CBr(M,H) the set of linear maps ϕ : M → B(H) with ‖ϕ‖cb ≤ r. Assume that
for every Hilbert space H, we are given a subset Cr(M,H) of CBr(M,H). We will
say that Cr(M) is a subclass of CBr(M) to describe such a situation.

A partial order ≺ defined on the subclass Cr(M) is said to be a dilation order if
whenever ϕ ∈ Cr(M,Hϕ), ψ ∈ Cr(M,Hψ) satisfy ϕ ≺ ψ, then we must have that
Hϕ ⊂ Hψ and

‖ϕ(a)ξ‖ ≤ ‖ψ(a)ξ‖, ‖ϕ(a)∗ξ‖ ≤ ‖ψ(a)∗ξ‖
for every a ∈ M, ξ ∈ Hϕ. We say that the subclass Cr(M) has the limit property

with respect to ≺ if given a totally ordered set Λ and a net

ϕλ ∈ Cr(M,Hλ), λ ∈ Λ

with the property that ϕλ ≺ ϕµ if λ ≤ µ, then we can find an element ψ ∈
Cr(M,∪λHλ) satisfying ϕλ ≺ ψ for every λ ∈ Λ. Moreover, we say that an element
ω ∈ Cr(M,Hω) is maximal if whenever δ ∈ Cr(M,Hδ) satisfies ω ≺ δ we must
have that

‖ω(a)ξ‖ = ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ = ‖δ(a)∗ξ‖
for every a ∈ M, ξ ∈ Hω.

We now describe a general procedure to construct maximal maps [1], which we
will use subsequently in two different situations. It is standard in the context of
completely contractive maps on operator spaces [23], or that of unital completely
positive maps on operator systems [18, 22], but because our context is different we
provide the straightforward adaptations of the usual proofs. First, we show that
maximality can be achieved “locally”.
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Lemma 3.1. Let M be an operator space, let r ≥ 0 and let Cr(M) be a subclass

of CBr(M). Assume that Cr(M) has the limit property with respect to the dilation

order ≺. Let ϕ ∈ Cr(M,Hϕ). Then, for each a ∈ M and ξ ∈ Hϕ, there is

ω ∈ Cr(M,Hω) such that ϕ ≺ ω with the property that if δ ∈ Cr(M,Hδ) and ω ≺ δ
then

‖ω(a)ξ‖ = ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ = ‖δ(a)∗ξ‖.
Proof. Let ψ0 = ϕ. Then, there is ψ1 ∈ Cr(M,H1) such that ψ0 ≺ ψ1 and

‖ψ1(a)ξ‖ ≥ sup{‖ψ(a)ξ‖ : ψ0 ≺ ψ} − 1.

Next, choose ψ2 ∈ Cr(M,H2) such that ψ1 ≺ ψ2 and

‖ψ2(a)
∗ξ‖ ≥ sup{‖ψ(a)∗ξ‖ : ψ1 ≺ ψ} − 1/2.

Arguing by induction, for each n ≥ 1 we find ψn ∈ Cr(M,Hn) such that ψn−1 ≺ ψn,

‖ψ2n−1(a)ξ‖ ≥ sup{‖ψ(a)ξ‖ : ψ2n−2 ≺ ψ} − 1/(2n− 1)

and

‖ψ2n(a)
∗ξ‖ ≥ sup{‖ψ(a)∗ξ‖ : ψ2n−1 ≺ ψ} − 1/2n.

Since Cr(M) has the limit property with respect to ≺, we find ω ∈ Cr(M,Hω)
such that ψn ≺ ω for every n ≥ 0. In particular, we have ϕ ≺ ω. Finally, given
δ ∈ Cr(M,Hδ) such that ω ≺ δ we have ψn ≺ δ for every n ≥ 1 whence

‖ψ2n−1(a)ξ‖ ≥ ‖δ(a)ξ‖ − 1/(2n− 1),

‖ψ2n(a)
∗ξ‖ ≥ ‖δ(a)∗ξ‖ − 1/2n

and thus

‖ω(a)ξ‖ ≥ ‖ψ2n−1(a)ξ‖ ≥ ‖δ(a)ξ‖ − 1/(2n− 1),

‖ω(a)∗ξ‖ ≥ ‖ψ2n(a)
∗ξ‖ ≥ ‖δ(a)∗ξ‖ − 1/2n

for every n ≥ 1. Hence

‖ω(a)ξ‖ ≥ ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ ≥ ‖δ(a)∗ξ‖.
But the reverse inequalities are always satisfied since ≺ is a dilation order, and we
have

‖ω(a)ξ‖ = ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ = ‖δ(a)∗ξ‖
as desired. �

Using the previous lemma, a standard induction argument yields the existence
of maximal elements.

Theorem 3.2. Let M be an operator space, let r ≥ 0 and let Cr(M) be a subclass

of CBr(M). Assume that Cr(M) has the limit property with respect to the dilation

order ≺. Then, for each ϕ ∈ Cr(M,Hϕ) there is a maximal element ω ∈ Cr(M,Hω)
such that ϕ ≺ ω.

Proof. Let γ0 be an ordinal with the property that there is an enumeration {xα :
α < γ0} of M×Hϕ. Using transfinite recursion, we construct a net

ϕα ∈ Cr(M,Hα), α ≤ γ0

such that:

• ϕ ≺ ϕα ≺ ϕβ if α < β, and
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• for every α we have that if δ ∈ Cr(M,Hδ) satisfies ϕα ≺ δ, then

‖ϕα(a)ξ‖ = ‖δ(a)ξ‖, ‖ϕα(a)∗ξ‖ = ‖δ(a)∗ξ‖
for (a, ξ) ∈ {xβ : β < α}.

Put ϕ0 = ϕ. Let α be an ordinal and assume that we have constructed {ϕβ}β<α.
We now show how to find ϕα. There are two cases to consider according to whether
α is a successor or a limit ordinal.

If α is a successor, then we let ϕα ∈ Cr(M,Hα) be the element obtained from
applying Lemma 3.1 to ϕα−1 and to the pair (a, ξ) = xα−1. It is readily verified
that this has the required properties.

Alternatively, if α is a limit ordinal, then since Cr(M) has the limit property we
find ϕα ∈ Cr(M,Hα) such that ϕβ ≺ ϕα for every ordinal β < α. We claim that
ϕα has the desired property. In other words, we claim that if δ ∈ Cr(M,Hδ) and
ϕα ≺ δ then

‖ϕα(a)ξ‖ = ‖δ(a)ξ‖, ‖ϕα(a)∗ξ‖ = ‖δ(a)∗ξ‖
for (a, ξ) ∈ {xβ : β < α}. Fixing β < α we proceed to show that

‖ϕα(a)ξ‖ = ‖δ(a)ξ‖, ‖ϕα(a)∗ξ‖ = ‖δ(a)∗ξ‖
for (a, ξ) = xβ . Since α is a limit ordinal, there is an ordinal β′ such that β < β′ < α.
In particular, we see that ϕβ ≺ ϕβ′ ≺ ϕα and ϕβ′ ≺ δ so that

‖ϕβ′(a)ξ‖ = ‖δ(a)ξ‖, ‖ϕβ′(a)∗ξ‖ = ‖δ(a)∗ξ‖
by the recursive assumption on ϕβ′ . This forces

‖ϕα(a)ξ‖ = ‖δ(a)ξ‖, ‖ϕα(a)∗ξ‖ = ‖δ(a)ξ‖
and establishes the existence of the collection {ϕα}α≤γ0 .

Next, we put θ1 = ϕγ0 and X1 = Hγ0 . By choice of γ0, we see that

‖θ1(a)ξ‖ = ‖δ(a)ξ‖, ‖θ1(a)∗ξ‖ = ‖δ(a)∗ξ‖
for every a ∈ M, ξ ∈ Hϕ and every δ ∈ Cr(M,Hδ) such that θ1 ≺ δ. By repeating
the argument of the previous paragraphs and proceeding by (usual) induction, we
obtain a sequence of maps

θn ∈ Cr(M,Xn), n ≥ 1

such that

ϕ ≺ θn ≺ θn+1

and

‖θn(a)ξ‖ = ‖δ(a)ξ‖, ‖θn(a)∗ξ‖ = ‖δ(a)∗ξ‖, a ∈ M, ξ ∈ Xn−1

whenever δ ∈ Cr(M,Hδ) satisfies θn ≺ δ. Let X = ∪nXn. Since Cr(M) has the
limit property, we obtain a map ω ∈ Cr(M,X ) such that

ϕ ≺ θn ≺ ω, n ≥ 1.

Thus, we see that

‖ω(a)ξ‖ = ‖θn+1(a)ξ‖ = ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ = ‖θn+1(a)
∗ξ‖ = ‖δ(a)∗ξ‖

for every n ∈ N, a ∈ M and ξ ∈ Xn, whenever δ ∈ Cr(M,Hδ) with ω ≺ δ. But we
have that ∪nXn is dense in X , so we infer

‖ω(a)ξ‖ = ‖δ(a)ξ‖, ‖ω(a)∗ξ‖ = ‖δ(a)∗ξ‖
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for every a ∈ M, ξ ∈ X and every δ ∈ Cr(M,Hδ) such that ω ≺ δ. Thus, ω is
maximal. �

4. Extremals in the class of completely bounded maps

Let M be an operator space and let r ≥ 0. In this section, we analyze the
natural dilation order on the full class CBr(M). That is, given ϕ ∈ CBr(M,Hϕ)
and ψ ∈ CBr(M,Hψ), we write ϕ ≺ ψ if Hϕ ⊂ Hψ and

ϕ(a) = PHϕ
ψ(a)|Hϕ

, a ∈ M.

It is clear that this defines a dilation order on CBr(M). We say that ω ∈ CBr(M,Hω)
is CBr(M)-extremal if whenever δ ∈ CBr(M,Hδ) satisfies ω ≺ δ, then we neces-
sarily have that Hω is reducing for δ(M). The technical tool we need to establish
the existence of CBr(M)-extremals is the following standard fact.

Lemma 4.1. Let M be an operator space. Then, the class CBr(M) has the limit

property with respect to the dilation order ≺.

Proof. Let Λ be a totally ordered set. For each λ ∈ Λ, let ϕλ ∈ CBr(M,Hλ).
Assume that ϕλ ≺ ϕµ whenever µ ≥ λ. Let K = ∪λ∈ΛHλ. For a ∈ M we define a
linear operator

ψ(a) : ∪λ∈ΛHλ → ∪λ∈ΛHλ

as follows. Given x ∈ ∪λHλ and y ∈ ∪λHλ, since the spaces Hλ increase with λ we
may find an index λ0 ∈ Λ such that both x and y lie in Hλ0

. We then put

〈ψ(a)x, y〉 = 〈ϕλ0
(a)x, y〉.

We claim that ψ(a) is well-defined. Indeed, assume that x and y both lie in Hλ∩Hµ

for some λ ≤ µ. Then, using that ϕλ ≺ ϕµ we find

〈ϕλ(a)x, y〉 = 〈ϕµ(a)x, y〉
which shows that ψ(a) is well-defined. Moreover, it is clear that

‖ψ(a)‖ ≤ sup
λ

‖ϕλ(a)‖ ≤ r‖a‖

so that we may extend ψ(a) to a bounded linear operator on K with norm at most
r‖a‖. We thus obtain a bounded linear map ψ : M → B(K), that is easily seen to
satisfy ‖ψ‖cb ≤ r. By construction, we have that

ϕλ(a) = PHλ
ψ(a)|Hλ

, a ∈ M
so that ϕλ ≺ ψ. �

We then obtain the following useful consequence.

Theorem 4.2. Let M be an operator space, let r ≥ 0 and let ϕ ∈ CBr(M,Hϕ).
Then, there exists a CBr(M)-extremal ω : M → B(Hω) with ϕ ≺ ω.

Proof. The class CBr(M) has the limit property with respect to ≺ in view of
Lemma 4.1. By Theorem 3.2, we see that there is a maximal element ω ∈ CBr(M,Hω)
such that ϕ ≺ ω. The proof is now completed by noting that such an element must
be CBr(M)-extremal. Indeed, let δ ∈ CBr(M,Hδ) such that ω ≺ δ. We calculate
for every a ∈ M and ξ ∈ Hω that

‖(δ(a)− ω(a))ξ‖2 = ‖δ(a)ξ‖2 + ‖ω(a)ξ‖2 − 2Re〈δ(a)ξ, ω(a)ξ〉
= ‖δ(a)ξ‖2 − ‖ω(a)ξ‖2 = 0
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so that δ(a)ξ = ω(a)ξ. Likewise,

‖(δ(a)∗ − ω(a)∗)ξ‖2 = ‖δ(a)∗ξ‖2 + ‖ω∗(a)ξ‖2 − 2Re〈δ(a)∗ξ, ω(a)∗ξ〉
= ‖δ(a)∗ξ‖2 − ‖ω(a)∗ξ‖2 = 0

so that δ(a)∗ξ = ω(a)∗ξ. Hence, δ(M)Hω ⊂ Hω and δ(M)∗Hω ⊂ Hω, so indeed ω
is CBr(M)-extremal. �

Before we can state and prove the main result of this section, we require some
preparation. The following observation is elementary but we will need it repeatedly
throughout the paper. As such, we recall the proof here for the reader’s convenience.

Lemma 4.3. Let M be an operator space and let ϕ : M → B(Hϕ) be a linear

map. Assume that there is a Hilbert space K, two isometries

V1 : Hϕ → K, V2 : Hϕ → K
and a linear map ψ : M → B(K) such that

ϕ(a) = V ∗
1 ψ(a)V2, a ∈ M.

Then, there is a Hilbert space Kϕ containing Hϕ and two unitary operators

R1 : Kϕ → K⊕K, R2 : Kϕ → K⊕K
such that

ϕ(a) = PHϕ
R∗

1(ψ(a)⊕ ψ(a))R2|Hϕ
, a ∈ M.

When V1 = V2 we may choose R1 = R2.

Proof. For k = 1, 2, define an isometry

V ′
k : Hϕ → K⊕K

as

V ′
kξ = Vkξ ⊕ 0, ξ ∈ Hψ.

Note that

ϕ(a) = V ′∗
1 (ψ(a)⊕ ψ(a))V ′

2 , a ∈ M.

Define also a unitary operator

Uk : K ⊕K = VkHϕ ⊕ (VkHϕ)
⊥ ⊕ K → Hϕ ⊕ (VkHϕ)

⊥ ⊕K
as

Uk(Vkξ ⊕ z ⊕ η) = ξ ⊕ z ⊕ η, ξ ∈ Hϕ, z ∈ (VkHϕ)
⊥, η ∈ K.

It is readily verified that

UkV
′
k : Hϕ → Hϕ ⊕ (VkHϕ)

⊥ ⊕K
is simply the inclusion in the first component, so that (UkV

′
k)

∗ is the projection
PHϕ

onto the first component. For every a ∈ M we obtain that

ϕ(a) = V ′∗
1 (ψ(a)⊕ ψ(a))V ′

2

= (U1V
′
1)

∗U1(ψ(a) ⊕ ψ(a))U∗
2 (U2V

′
2 )

= PHϕ
U1(ψ(a)⊕ ψ(a))U∗

2 |Hϕ
.

Note that (V1Hϕ)
⊥ ⊕ K and (V2Hϕ)

⊥ ⊕ K have the same dimension. Choose a
unitary operator

Z : (V1Hϕ)
⊥ ⊕K → (V2Hϕ)

⊥ ⊕K.
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Then, the operator

W = I ⊕ Z : Hϕ ⊕ (V1Hϕ)
⊥ ⊕K → Hϕ ⊕ (V2Hϕ)

⊥ ⊕K
is unitary as well, and satisfies PHϕ

= PHϕ
W . Thus, we have that

ϕ(a) = PHϕ
WU1(ψ(a) ⊕ ψ(a))U∗

2 |Hϕ
, a ∈ M.

The desired equality now follows upon setting Kϕ = Hϕ ⊕ (V2Hϕ)
⊥ ⊕ K, R∗

1 =
WU1, R2 = U∗

2 . Finally, we note that a careful look at the proof reveals that
indeed R1 and R2 may be chosen to be equal whenever V1 = V2. �

Another piece of preparation we need for the main result of this section is the
following generalization of Stinespring’s dilation theorem.

Theorem 4.4. Let M ⊂ B(H) be an operator space and ϕ : M → B(Hϕ) a com-

pletely bounded linear map. Then, there is a Hilbert space K, a ∗-homomorphism

π : C∗(M) → B(K), another Hilbert space Kϕ containing Hϕ and two unitary

operators

R1 : Kϕ → K, R2 : Kϕ → K
with the property that

ϕ(a) = ‖ϕ‖cbPHϕ
R∗

1π(a)R2|Hϕ
, a ∈ M.

Proof. The claim is trivial if ϕ = 0, so that upon replacing ϕ with ϕ/‖ϕ‖cb, we
may assume that ϕ is completely contractive. By [33, Theorems 2.4 and 2.7], we
may find a Hilbert space K, two isometries

V1 : Hϕ → K, V2 : Hϕ → K
and a ∗-homomorphism π : C∗(M) → B(K) such that

ϕ(a) = V ∗
1 π(a)V2, a ∈ M.

The desired conclusion now follows at once from Lemma 4.3. �

We also require the following elementary non-unital adaptation of the usual
Stinespring dilation theorem.

Lemma 4.5. Let A be a C∗-algebra and let ϕ : A → B(H) be a contractive

completely positive map. Then, there is a Hilbert space K containing H and ∗-
homomorphism σ : A → B(K) such that

ϕ(a) = PHσ(a)|H, a ∈ A.

Proof. Consider the unital C∗-algebra Υ(A) and the associated unital completely
positive map Υ(ϕ) : Υ(A) → B(H) (see Subsection 2.2). Apply the usual Stine-
spring dilation theorem to Υ(ϕ) to find a Hilbert space K containing H and unital
∗-homomorphism π : Υ(A) → B(K) such that

Υ(ϕ)(b) = PHπ(b)|H, b ∈ Υ(A).

Then, the map σ = π ◦ υ : A → B(K) is a ∗-homomorphism such that

ϕ(a) = PHσ(a)|H, a ∈ A.

�

The last preliminary we need shows that CBr-extremal elements are necessarily
non-degenerate.
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Lemma 4.6. Let M be an operator space, let r ≥ 1 and let ω : M → B(Hω) be

CBr(M)-extremal. Then, ω(M)Hω = Hω.

Proof. Let H′
ω = ω(M)Hω. According to the orthogonal decomposition Hω =

H′
ω ⊕H′⊥

ω , for every a ∈ M we have

ω(a) =

[
∗ ∗
0 0

]
.

If H′⊥
ω 6= {0}, then we may choose ϕ : M → B(H′⊥

ω ) with ‖ϕ‖cb = r. Let
Φ : M → B(Hω) be defined as

Φ(a) =

[
0 0
0 ϕ(a)

]
, a ∈ M.

Next, define δ : M → B(Hω ⊕Hω) as

δ(a) =

[
ω(a) Φ(a)
0 0

]
, a ∈ M.

A straightforward verification yields that ‖δ‖cb = r. Moreover, if we identify Hω

with Hω ⊕ {0} ⊂ Hω ⊕ Hω, then we note that ω ≺ δ, yet Hω is not reducing for
δ(M) and thus ω is not CBr-extremal. �

Finally, we come to the main result of this section that elucidates the structure
of CBr(M)-extremal elements, at least for operator algebras.

Theorem 4.7. Let A ⊂ B(H) be an operator algebra. Let ω : A → B(Hω) be a

completely bounded linear map. Assume that ω is CBr(A)-extremal for some r ≥ 1.
Then, the following statements are equivalent.

(i) The map ω is multiplicative.

(ii) The map ω is completely contractive, and there is a ∗-homomorphism σ :
C∗(A) → B(Hω) that agrees with ω on A.

(iii) There is a contractive completely positive map Ψ : C∗(A) → B(Hω) that

agrees with ω on A.

Proof. (i)⇒ (ii) Assume that ω is multiplicative. It is no loss of generality to assume
that ‖ω‖cb 6= 0. By Theorem 4.4, there is a Hilbert space K, a ∗-homomorphism
π : C∗(A) → B(K), another Hilbert space Kω containing Hω and two unitary
operators

R1 : Kω → K, R2 : Kω → K

with the property that

ω(a) = ‖ω‖cbPHω
R∗

1π(a)R2|Hω
, a ∈ A.

Using that ω is CBr(A)-extremal we see that R∗
1π(A)R2Hω ⊂ Hω . Consequently,

we obtain

ω(a) = ‖ω‖cbR∗
1π(a)R2|Hω

, a ∈ A.
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Now, we calculate for a ∈ A and b ∈ A that

0 = R1(ω(a)ω(b)− ω(ab))

= R1(‖ω‖2cbR∗
1π(a)R2R

∗
1π(b)R2|Hω

− ‖ω‖cbR∗
1π(ab)R2|Hω

)

= ‖ω‖cbπ(a)(‖ω‖cbR2R
∗
1 − I)π(b)R2|Hω

= ‖ω‖cbπ(a)(‖ω‖cbR2 −R1)R
∗
1π(b)R2|Hω

= π(a)(‖ω‖cbR2 −R1)ω(b).

By Lemma 4.6, we see that Hω = ω(A)Hω so we find

(‖ω‖cbR2 −R1)Hω ⊂ ∩a∈A kerπ(a).

Hence, we have

ω(a) = ‖ω‖cbR∗
1π(a)R2|Hω

= R∗
1π(a)R1|Hω

, a ∈ A.

In particular, we see that ω is completely contractive. Using again that ω is CBr(A)-
extremal we see that Hω is reducing for R∗

1π(A)R1 so that R1Hω is invariant for
π(C∗(A)). Thus, the map σ : C∗(A) → B(Hω) defined as

σ(a) = PHω
R∗

1π(a)R1|Hω
, a ∈ C∗(A)

is a ∗-homomorphism that agrees with ω on A. This establishes (ii).
The implication (ii) ⇒ (iii) is trivial.
(iii) ⇒ (i) Assume that there is a contractive completely positive map on Ψ :

C∗(A) → B(Hω) that agrees with ω on A. By Lemma 4.5, there is a Hilbert space
K containing Hω and a ∗-homomorphism π : C∗(A) → B(K) such that

Ψ(a) = PHω
π(a)|Hω

, a ∈ C∗(A).

In particular, we have that

ω(a) = PHω
π(a)|Hω

, a ∈ A.

Since ω is CBr(A)-extremal, we conclude that π(A)Hω ⊂ Hω, and thus ω is mul-
tiplicative. �

Guided by the approach of [4], [22] and [18], one expects the CBr(M)-extremal
elements to be the natural analogues of points in the Choquet boundary. The
previous theorem shows that the class of completely bounded linear maps is too
large to use the associated non-commutative Choquet boundary to produce a non-
commutative Shilov boundary that is an algebra. Indeed, if r > 1, then by Theorem
4.2 there are CBr(A)-extremals ω such that ‖ω‖cb > 1, and those are not multi-
plicative by virtue of Theorem 4.7. If one is willing to settle for weaker algebraic
properties of the Shilov boundary, then some meaningful results can be obtained
in the completely contractive setting in full generality, as was done in [26], [9] and
[23]. This leads to the notion of triple envelope of an operator space. As mentioned
in the introduction, we take a different path: we restrict the class of bounded linear
maps under consideration in order to obtain extremals that automatically admit a
multiplicative extension.
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5. Paulsen’s similarity property

Before we can define the subclass of completely bounded linear maps we are
interested in, we make a detour to carefully examine the class of completely bounded
homomorphisms. The foundation of our investigation is the following.

Theorem 5.1. Let M ⊂ B(H) be an operator space and ϕ : M → B(Hϕ) a

completely bounded linear map. Then, there is a Hilbert space Kϕ containing Hϕ

and a completely bounded homomorphism θ : C∗(M) → B(Kϕ) with the property

that

‖θ‖cb ≤
(
‖ϕ‖1/2cb + (‖ϕ‖cb + 1)

1/2
)2

and

ϕ(a) = PHϕ
θ(a)|Hϕ

, a ∈ M.

Proof. By [33, Theorems 2.4 and 2.8], there is a Hilbert space K, an isometry
V : Hϕ → K, a ∗-homomorphism π : C∗(M) → B(K) and an invertible operator
X ∈ B(K) such that

‖X‖‖X−1‖ ≤
(
‖ϕ‖1/2cb + (‖ϕ‖cb + 1)

1/2
)2

and

ϕ(a) = V ∗Xπ(a)X−1V, a ∈ M.

By Lemma 4.3, there is a Hilbert space Kϕ containing Hϕ and a unitary operator
U : K → Kϕ such that if we let θ : C∗(M) → B(Kϕ) be defined as

θ(a) = UXπ(a)X−1U∗, a ∈ C∗(M)

then we find

ϕ(a) = PHϕ
θ(a)|Hϕ

, a ∈ M.

Finally, note that

‖θ‖cb ≤ ‖X‖‖X−1‖ ≤
(
‖ϕ‖1/2cb + (‖ϕ‖cb + 1)

1/2
)2
.

�

We also require a celebrated result of Paulsen (see [33, Theorem 3.1] and [32]).

Theorem 5.2. Let A be an operator algebra and θ : A → B(H) a completely

bounded homomorphism. Then, there is an invertible operator X ∈ B(H) with

‖X‖ = ‖X−1‖ ≤ ‖θ‖1/2cb + (‖θ‖cb + 1)1/2

such that the map

a 7→ Xθ(a)X−1, a ∈ A
is completely contractive. When θ is unital, it can be arranged that

‖X‖ = ‖X−1‖ = ‖θ‖1/2cb .

Inspired by Theorem 5.2, we make the following definition. Let A be an operator
algebra, let r ≥ 1 and let θ : A → B(H) be a completely bounded homomorphism.
Then, we say that θ has Paulsen’s similarity property with constant r if there is an
invertible operator X ∈ B(H) with

‖X‖ = ‖X−1‖ ≤ r
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such that the map
a 7→ Xθ(a)X−1, a ∈ A

is completely contractive. We now single out a refinement of Theorem 5.2.

Corollary 5.3. Let A ⊂ B(H) be an operator algebra, let r ≥ 1 and let θ :
A → B(Hθ) be a completely bounded homomorphism that has Paulsen’s similarity

property with constant r. Then, there is a Hilbert space Kθ containing Hθ, a ∗-
homomorphism σ : C∗(A) → B(Kθ) and an invertible operator X ∈ B(Hθ) with

‖X‖ = ‖X−1‖ ≤ r

such that

Xθ(a)X−1 = PHθ
σ(a)|Hθ

, a ∈ A.
Proof. By assumption, there is an invertible operator X ∈ B(Hθ) with

‖X‖ = ‖X−1‖ ≤ r

such that the map θX : A → B(Hθ) defined as

θX(a) = Xθ(a)X−1, a ∈ A
is a completely contractive homomorphism. We first claim that θX extends to a
contractive completely positive map on C∗(A).

If A is unital, then P = θX(IH) is a contractive idempotent, and thus a self-
adjoint projection in θX(A)′. Hence,

θX(a) = PθX(a)P ⊕ 0, a ∈ A
and the unital completely contractive map

a 7→ PθX(a)P ∈ B(PHθ), a ∈ A
extends to a contractive completely positive map on C∗(A), so the same is true of
θX . In the non-unital case, we saw in Subsection 2.2 that there is unital completely
contractive homomorphism on A+CIH extending θX . We conclude that θX extends
to a unital completely positive map on C∗(A+ CIH). The claim is established.

By Lemma 4.5, there is a Hilbert space Kθ containingHθ and a ∗-homomorphism
σ : C∗(A) → B(Kθ) such that

Xθ(a)X−1 = PHθ
σ(a)|Hθ

, a ∈ A
as desired. �

We examine Paulsen’s similarity property more closely. First observe that com-
pletely contractive homomorphisms trivially have Paulsen’s similarity property
with constant 1. Moreover, Theorem 5.2 shows that any completely bounded ho-
momorphism θ has Paulsen’s similarity property with constant r provided that

r ≥ ‖θ‖1/2cb + (‖θ‖cb + 1)1/2. In the other direction, if θ has Paulsen’s similarity

property with constant r, then clearly r ≥ ‖θ‖1/2cb . Any unital completely bounded

homomorphism θ has Paulsen’s similarity property with the sharp constant ‖θ‖1/2cb ,
by Theorem 5.2 again.

The next result is a characterization of Paulsen’s similarity property in terms
of the existence of unital completely bounded extensions. It uses the unitization
procedure described in Subsection 2.2.

Theorem 5.4. Let A be an operator algebra, let r ≥ 1 and let θ : A → B(H) be a

homomorphism. Then, the following statements are equivalent.
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(i) The map θ has Paulsen’s similarity property with constant r.
(ii) The unital homomorphism Υ(θ) : Υ(A) → B(H) satisfies ‖Υ(θ)‖cb ≤ r2.

Proof. (i) ⇒ (ii) Assume that θ has Paulsen’s similarity property with constant r,
so there is an invertible operator X ∈ B(H) with

‖X‖ = ‖X−1‖ ≤ r

such that the map θX : A → B(H) defined as

a 7→ Xθ(a)X−1, a ∈ A
is completely contractive. Thus, the unital homomorphism Υ(θX) is completely
contractive as seen in Subsection 2.2. It is readily verified that

Υ(θX)(b) = X(Υ(θ)(b))X−1, b ∈ Υ(A)

so that
‖Υ(θ)‖cb ≤ ‖X‖‖X−1‖‖Υ(θX)‖cb ≤ r2.

(ii) ⇒ (i) Conversely, assume that the unital homomorphism Υ(θ) : Υ(A) →
B(H) satisfies ‖Υ(θ)‖cb ≤ r2. By Theorem 5.2, there is an invertible operator
X ∈ B(H) with

‖X‖ = ‖X−1‖ = ‖Υ(θ)‖1/2cb ≤ r

such that the map
b 7→ XΥ(θ)(b)X−1, b ∈ Υ(A)

is completely contractive. In particular, we see that the map

a 7→ XΥ(θ)(υ(a))X−1 = Xθ(a)X−1, a ∈ A
is completely contractive, since υ : A → Υ(A) is completely isometric. We conclude
that θ has Paulsen’s similarity property with constant r. �

A useful consequence is the following, that describes how Paulsen’s similarity
property behaves with respect to direct sums.

Corollary 5.5. Let A be an operator algebra and let θ1 : A → B(H1), θ2 : A →
B(H2) be completely bounded homomorphisms. Let θ = θ1⊕ θ2 : A → B(H1⊕H2).
Then, the following statements hold.

(1) If θ1 and θ2 have Paulsen’s similarity property with constants r1 and r2 re-

spectively, then θ has Paulsen’s similarity property with constantmax{r1, r2}.
(2) If θ has Paulsen’s similarity property with constant r, then θ1 and θ2 both

have Paulsen’s similarity property with constant r.

Proof. (1) Assume that θ1 and θ2 have Paulsen’s similarity property with con-
stants r1 and r2 respectively. Accordingly, we can find invertible operators X1 ∈
B(H1), X2 ∈ B(H2) with

‖X1‖ = ‖X−1
1 ‖ ≤ r1, ‖X2‖ = ‖X−1

2 ‖ ≤ r2

such that the maps
a 7→ X1θ1(a)X

−1
1 , a ∈ A

and
a 7→ X2θ2(a)X

−1
2 , a ∈ A

are completely contractive. If we put X = X1 ⊕X2, then

‖X‖ = ‖X−1‖ ≤ max{r1, r2},
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and the map

a 7→ X(θ1(a)⊕ θ2(a))X
−1, a ∈ A

is completely contractive, so that θ1 ⊕ θ2 has Paulsen’s similarity property with
constant max{r1, r2}.

(2) Assume that θ = θ1⊕θ2 has Paulsen’s similarity property with constant r. It
suffices to establish the claim for θ1. Using Theorem 5.4, we see that ‖Υ(θ)‖cb ≤ r2.
By construction of Υ(θ), we see that H1 and H2 are reducing for Υ(θ)(Υ(A)). We
can thus write Υ(θ) = Θ1 ⊕Θ2 where

Θ1 : Υ(A) → B(H1), Θ2 : Υ(A) → B(H2)

are unital completely bounded homomorphisms. It is readily verified that Θ1 =
Υ(θ1) and it is clear that ‖Θ1‖cb ≤ r2. Another application of Theorem 5.4 shows
that θ1 has Paulsen’s similarity property with constant r. �

In light of Theorem 5.4, it is easy to construct homomorphisms θ that do not have

Paulsen’s similarity property with the smallest possible constant, namely ‖θ‖1/2cb .

Example 1. Let

E =

[
2 −2
1 −1

]
∈M2(C)

which is an idempotent. Consider the homomorphism θ : C → M2(C) uniquely
determined by θ(1) = E. Then, θ is a completely bounded homomorphism with

‖θ‖cb = ‖E‖ =

∥∥∥∥
[

5 −5
−5 5

]∥∥∥∥
1/2

=
√
10.

Since C is unital, we have that Υ(C) = C⊕ C and υ : C → Υ(C) is given by

υ(λ) = λ⊕ 0, λ ∈ C.

We find

Υ(θ)(1 ⊕−1) = Υ(θ)(2⊕ 0)−Υ(θ)(1⊕ 1) = θ(2)− I

=

[
4 −4
2 −2

]
−
[

1 0
0 1

]
=

[
3 −4
2 −3

]

and so

‖Υ(θ)‖cb ≥ ‖Υ(θ)(1⊕−1)‖ =

∥∥∥∥
[

13 −18
−18 25

]∥∥∥∥
1/2

> ‖θ‖cb.
By Theorem 5.4, we conclude that θ does not have Paulsen’s similarity property

with constant r = ‖θ‖1/2cb .

6. A subclass of the completely bounded maps

The main issue behind the shortcomings of the class CBr(M) exhibited in Sec-
tion 4 is the lack of a perfect analogue of Stinespring’s dilation theorem. Even
though Theorems 4.4 and 5.1 are useful replacements, the fact remains that a com-
pletely bounded linear map does not necessarily dilate to a completely bounded
homomorphism of the same norm, which conflicts with the machinery developed
in Section 3. In this section, we attempt to remedy this problem by restricting our
attention to a smaller class of maps.
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We recall at the onset that we always assume that operator spaces are concretely

represented on some Hilbert space. This will be a standing assumption throughout
this section and the next. In particular, it makes sense to consider the C∗-algebra
generated by an operator space, although this depends on the choice of representa-
tion. This dependence is not relevant for the purposes of Sections 6 and 7. We will
carefully analyze the impact of the choice of representation in Section 8.

Let M be an operator space and let r ≥ 1. Given a Hilbert space H, we
denote by Pr(M,H) the set of linear maps ϕ : M → B(H) for which there is a
Hilbert space Kϕ containing H along with a completely bounded homomorphism

θ : C∗(M) → B(Kϕ) that has Paulsen’s similarity property with constant r1/2 and
such that

ϕ(a) = PHθ(a)|H, a ∈ M.

In view of Theorem 5.4, the reader may venture to guess that ϕ ∈ Pr(M,H) if
and only if Υ(ϕ) ∈ CBr(Υ(M),H). However, simple examples show that such a
description unfortunately does not hold (see Example 8 below).

The remainder of this section is devoted to exhibiting some of the basic prop-
erties of the subclass Pr(M). We first note that it is clear that Pr(M,H) ⊂
CBr(M,H), and it follows from Theorems 5.1 and 5.2 that there is a positive
constant Cr > r depending only on r such that

CBr(M,H) ⊂ PCr
(M,H).

This seems to indicate that the inclusion Pr(M,H) ⊂ CBr(M,H) may be strict.
This is indeed the case. Before proceeding with the example illustrating this fact,
we note in passing that similar questions were considered in [34].

Example 2. Let H = C, let M = B(H) (so that M = C∗(M)) and let

ϕ : M → B(H)

be the completely bounded linear map of multiplication by r > 1, so that ϕ(λ) = rλ
for λ ∈ M. Let K be a Hilbert space containing H and let θ : C∗(M) → B(K) be
a homomorphism such that

ϕ(λ) = PHθ(λ)|H, λ ∈ M.

Then, with respect to the decomposition K = H⊕ (K ⊖H) we have

θ(1) =

[
r a
b c

]
.

Since θ is multiplicative, we must have that θ(1) is idempotent, which is easily seen
to force b 6= 0 as r2 6= r. Hence

‖θ‖cb ≥ ‖θ(1)‖ ≥
√
‖b‖2 + r2 > r = ‖ϕ‖cb

and we infer that ϕ ∈ CBr(M,C) \ Pr(M,C).

Although we needed to choose r > 1 in the example above, it can be shown that
the inclusion P1(M,H) ⊂ CB1(M,H) is still strict (see Example 3 below). We
note also that the basic idea behind the previous example is to exploit a multiplica-
tive “relation” within M that is not preserved by the linear map ϕ. This idea can
be extended to identify an obstruction for a map in CBr(M) to lie inside the class
Pr(M).
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Theorem 6.1. Let M be an operator space and let ϕ : M → B(Hϕ) be a linear

map with ‖ϕ‖cb = r. Assume that there are two elements a0, b0 ∈ M such that

‖a0‖ = ‖b0‖ = 1, b0a0 = 0, ϕ(a0) = rI and ϕ(b0) 6= 0. Then, ϕ does not lie in

Pr(M,Hϕ).

Proof. Let Kϕ be a Hilbert space containing Hϕ and let θ : C∗(M) → B(Kϕ) be a
homomorphism such that

ϕ(a) = PHϕ
θ(a)|Hϕ

, a ∈ M.

Since b0a0 = 0, we must have θ(b0)θ(a0) = 0 and in particular

0 = PHϕ
θ(b0)θ(a0)PHϕ

= ϕ(b0)ϕ(a0) + PHϕ
θ(b0)PH⊥

ϕ
θ(a0)PHϕ

= rϕ(b0) + PHϕ
θ(b0)PH⊥

ϕ
θ(a0)PHϕ

.

Hence, we find

‖PHϕ
θ(b0)PH⊥

ϕ
‖‖PH⊥

ϕ
θ(a0)PHϕ

‖ ≥ r‖ϕ(b0)‖ > 0.

Since ϕ(a0) = rI, we find

‖θ(a0)‖2 ≥ ‖θ(a0)PHϕ
‖2 = ‖ϕ(a0) + PH⊥

ϕ
θ(a0)PHϕ

‖2

= r2 + ‖PH⊥
ϕ
θ(a0)PHϕ

‖2 > r2

and thus ‖θ‖cb > r. We conclude that ϕ does not lie in Pr(M,Hϕ). �

Examples satisfying the conditions of the previous theorem are easily constructed.

Example 3. Let M be an operator space containing an operator N such that
‖N‖ = 1 and N2 = 0. Choose a linear functional ϕ : M → C with ‖ϕ‖ = 1 and
ϕ(N) = 1. Then, ‖ϕ‖cb = 1. Applying Theorem 6.1 with a0 = b0 = N shows that
ϕ ∈ CB1(M,C) \ P1(M,C).

Obviously, the element a0 from Theorem 6.1 can never be the identity of M.
Nevertheless, even if we insist that a map ϕ ∈ CBr(M,H) be unital, it still may
not lie in Pr(M,H).

Example 4. Let M ⊂ M2(C) be the unital operator space consisting of upper
triangular Toeplitz matrices, that is

M =

{[
x y
0 x

]
: x, y ∈ C

}
.

For convenience, given x, y ∈ C we use the following notation

Tx,y =

[
x y
0 x

]
.

Let ϕ : M → C be the unital linear functional defined as

ϕ(Tx,y) = x+ y, x, y ∈ C.

If x 6= 0 and y 6= 0, a standard verification shows that

‖Tx,y‖2 > |x|2 + |y|2.
Thus,

|ϕ(Tx,y)| = |x+ y| ≤
√
2
√
|x|2 + |y|2 <

√
2‖Tx,y‖

by the Cauchy-Schwarz inequality. Moreover, for every x ∈ C and y ∈ C we have

|ϕ(T0,y)| = |y| = ‖T0,y‖, |ϕ(Tx,0)| = |x| = ‖Tx,0‖.
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Hence, we conclude that |ϕ(T )| <
√
2‖T ‖ for every T ∈ M with ‖T ‖ = 1. By

compactness, we infer that ‖ϕ‖ <
√
2, and since ϕ is a functional we find ϕ ∈

CB√
2−ε(M,C) for some ε > 0.

Let K be a Hilbert space containing H = C as a subspace. Assume that θ :
C∗(M) → B(K) is a homomorphism such that

ϕ(T ) = PHθ(T )|H, T ∈ M.

We see that ϕ(T0,1) = 1 so we may write

θ(T0,1) =

[
1 A
B C

]
.

Since θ is multiplicative and T 2
0,1 = 0, we have θ(T0,1)

2 = 0. In particular this forces

1 +AB = 0. Thus, either ‖A‖ ≥ 1 or ‖B‖ ≥ 1, which implies that ‖θ(T0,1)‖ ≥
√
2.

Since ‖T0,1‖ = 1, we conclude that ‖θ‖cb ≥
√
2. Thus, we see that

ϕ ∈ CB√
2−ε(M,C) \ P√

2−ε(M,C).

Before establishing a useful property of maps in the class Pr(M), we need the
following elementary calculation.

Lemma 6.2. Let M be an operator space and let ϕ : M → B(Hϕ) be a linear

map. Assume that there is a Hilbert space Kϕ containing Hϕ and a linear map

ψ : M → B(Kϕ) such that

ϕ(a) = PHϕ
ψ(a)|Hϕ

, a ∈ M.

Let X ∈ B(Hϕ) be invertible with ‖X‖ = ‖X−1‖. Then, there is another invertible

operator X ′ ∈ B(Kϕ) for which the following assertions hold.

(a) We have ‖X‖ = ‖X ′‖ = ‖X−1‖ = ‖X ′−1‖.
(b) The space Hϕ is reducing for X ′ and X ′Hϕ = Hϕ = X ′∗Hϕ.

(c) We have

Xϕ(a)X−1 = PHϕ
X ′ψ(a)X ′−1|Hϕ

, a ∈ M.

Proof. Define the invertible operator X ′ : Kϕ → Kϕ as X ′ = X ⊕ I according to
the decomposition Kϕ = Hϕ ⊕H⊥

ϕ . Properties (a) and (b) are clearly satisfied, so
it remains to establish (c). We have

X = X ′|Hϕ
, X−1 = X ′−1|Hϕ

and
X ′PHϕ

= PHϕ
X ′, PHϕ

X ′−1 = X ′−1PHϕ

so we find

Xϕ(a)X−1 = X ′ϕ(a)X ′−1|Hϕ
= X ′PHϕ

ψ(a)PHϕ
X ′−1|Hϕ

= PHϕ
X ′ψ(a)X ′−1|Hϕ

for every a ∈ M. �

We now exhibit an important dilation property of maps in the class Pr.

Theorem 6.3. Let M be an operator space, let r ≥ 1 and let ϕ ∈ Pr(M,Hϕ).
Then, there is a Hilbert space Kϕ containing Hϕ, a ∗-homomorphism σ : C∗(M) →
B(Kϕ) and an invertible operator X ∈ B(Kϕ) with

‖X‖ = ‖X−1‖ ≤ r1/2
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such that

ϕ(a) = PHϕ
Xσ(a)X−1|Hϕ

, a ∈ M.

Proof. By assumption, there is a Hilbert space K containing Hϕ and a homomor-
phism θ : C∗(M) → B(K) that has Paulsen’s similarity property with constant
r1/2 and such that

ϕ(a) = PHϕ
θ(a)|Hϕ

, a ∈ M.

Applying Corollary 5.3 to θ, we obtain a Hilbert space Kϕ containing K, a ∗-
homomorphism σ : C∗(M) → B(Kϕ) and an invertible operator X ∈ B(K) with

‖X‖ = ‖X−1‖ ≤ r1/2

such that

Xθ(a)X−1 = PKσ(a)|K, a ∈ C∗(M).

By Lemma 6.2, we can find an invertible operator X ′ ∈ B(Kϕ) such that

‖X ′‖ = ‖X‖ ≤ r1/2, ‖X ′−1‖ = ‖X−1‖ ≤ r1/2

and

θ(a) = PKX
′−1σ(a)X ′|K, a ∈ C∗(M).

We conclude that

ϕ(a) = PHϕ
X ′−1σ(a)X ′|Hϕ

, a ∈ M.

�

Given an operator space M, a positive number r and a Hilbert space H, we de-
note by CPr(M,H) the set of linear maps ϕ : M → B(H) that admit a completely
positive extension ψ : C∗(M) → B(H) satisfying ‖ψ‖cb ≤ r. An interesting conse-
quence of the previous theorem is an upper bound for the distance of an element
of Pr(M,H) to the set CP1(M,H).

Before stating it, we need a simple preliminary calculation. Let A be a unital
C∗-algebra and let X ∈ A be a positive invertible operator with ‖X‖ = ‖X−1‖.
Then, for each a ∈ A we have

‖a−XaX−1‖ ≤ ‖(I −X)a‖+ ‖Xa(I −X−1)‖
≤ ‖a‖(‖I −X‖+ ‖X‖‖I −X−1‖)
≤ ‖a‖(1 + ‖X‖)max{‖I −X‖, ‖I −X−1‖}.

Since X is positive and satisfies ‖X‖ = ‖X−1‖, we may use the spectral theorem
to conclude that

max{‖I −X‖, ‖I −X−1‖} ≤ max{‖X‖ − 1, 1− 1/‖X‖}
so that

‖a−XaX−1‖ ≤ ‖a‖(1 + ‖X‖)max{‖X‖ − 1, 1− 1/‖X‖}.
We can now establish the announced distance estimate.

Corollary 6.4. Let M be an operator space, let r ≥ 1 and let ϕ ∈ Pr(M,H).
Then, there is a linear map ψ ∈ CP1(M,H) with the property that

‖ϕ− ψ‖cb ≤ r − 1.
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Proof. By Theorem 6.3, there is a Hilbert spaceKϕ containingH, a ∗-homomorphism
σ : C∗(M) → B(Kϕ) and an invertible operator X ∈ B(Kϕ) with

‖X‖ = ‖X−1‖ ≤ r1/2

such that

ϕ(a) = PHXσ(a)X
−1|H, a ∈ M.

Using the polar decomposition if necessary, we may assume that X is positive. Let
now ψ : M → B(H) be the linear map defined as

ψ(a) = PHσ(a)|H, a ∈ M.

Then, ψ ∈ CP1(M,H). Using the calculation preceding the corollary, we see that

‖ϕ− ψ‖cb ≤ (1 + r1/2)max{r1/2 − 1, 1− 1/r1/2}
= (1 + r1/2)(r1/2 − 1) = r − 1.

�

We can now show that P1(M,H) = CP1(M,H) for every Hilbert space H.

Corollary 6.5. Let M be an operator space and let ϕ : M → B(H) be a linear

map. Then, ϕ ∈ P1(M,H) if and only if ϕ admits a contractive completely positive

extension to C∗(M).

Proof. If ϕ ∈ P1(M,H) then ϕ ∈ CP1(M,H) by Corollary 6.4. Conversely,
assume that ϕ admits a contractive completely positive extension to C∗(M). By
Lemma 4.5, there is a Hilbert space Kϕ containing H and ∗-homomorphism π :
C∗(M) → B(Kϕ) such that

ϕ(a) = PHπ(a)|H, a ∈ M.

Thus, ϕ ∈ P1(M,H).
�

We make a few remarks regarding the previous result. First, note that if M
is unital and ϕ : M → B(H) is a unital completely contractive map, then ϕ
admits a unital (hence contractive) completely positive extension to C∗(M), so that
ϕ ∈ P1(M,H) by Corollary 6.5. This shows that Example 4 is somewhat sharp:
the norm of the functional ϕ cannot be taken to be 1 therein. Moreover, we mention
that Example 2 shows that Corollary 6.5 fails beyond the completely contractive
setting. Indeed, that example exhibits a completely positive map ϕ : C → C with
‖ϕ‖cb = r > 1 such that ϕ does not lie in Pr(C,C). The reverse inclusion also fails
as the next example illustrates.

Example 5. LetH be a Hilbert space and letX ∈ B(H) be a non-unitary invertible
operator with

‖X‖ = ‖X−1‖ = r1/2.

In particular, r > 1. Let θ : B(H) → B(H) be defined as

θ(a) = XaX−1, a ∈ B(H).

It is clear that θ ∈ Pr(B(H),H). Moreover, by applying θ to rank-one operators it
is easily verified that ‖θ‖ = r > 1, so that ‖θ‖ > ‖θ(I)‖. Thus, θ is not completely
positive.
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A useful consequence of Corollary 6.5 is the following corollary. It guarantees
that certain maps preserve the classes Pr(M).

Corollary 6.6. Let M ⊂ B(HM) and N ⊂ B(HN ) be operator spaces, let

τ ∈ P1(M,HN ) such that τ(M) ⊂ N and let ϕ ∈ Pr(N ,Hϕ). Then, ϕ ◦ τ ∈
Pr(M,Hϕ).

Proof. By assumption, there is a Hilbert space Kϕ containing Hϕ and a homomor-
phism θ : C∗(N ) → B(Kϕ) that has Paulsen’s similarity property with constant

r1/2 and is such that

ϕ(a) = PHϕ
θ(a)|Hϕ

, a ∈ N .

By Corollary 5.3, there is an invertible operator X ∈ B(Kϕ) with ‖X‖ = ‖X−1‖ ≤
r1/2 such that the homomorphism θX : C∗(N ) → B(Kϕ) defined as

θX(a) = Xθ(a)X−1, a ∈ C∗(N )

is contractive and completely positive. Next, use Corollary 6.5 to find a contractive
completely positive map Ψ : C∗(M) → B(HN ) that agrees with τ on M. By
Arveson’s extension theorem there is a contractive completely positive map Ξ :
B(HN ) → B(Kϕ) that agrees with θX on C∗(N ). Then, Ξ ◦ Ψ is contractive and
completely positive, and it agrees with θX◦τ onM. Hence, by Lemma 4.5 we obtain
a Hilbert space K containing Kϕ and a ∗-homomorphism π : C∗(M) → B(K) such
that

θX ◦ τ(a) = PKϕ
π(a)|Kϕ

, a ∈ M.

By Lemma 6.2, we see that

θ ◦ τ(a) = PKϕ
πX(a)|Kϕ

, a ∈ M
where πX : C∗(M) → B(K) is a homomorphism that has Paulsen’s similarity
property with constant r1/2. Finally, we note that

ϕ ◦ τ(a) = PHϕ
θ ◦ τ(a)|Hϕ

= PHϕ
πX(a)|Hϕ

, a ∈ M
so that ϕ ◦ τ ∈ Pr(M,Hϕ). �

We close this section by describing a relationship between the classes Pr(M)
for different values of the parameter r ≥ 1. The key technical tool is the following,
that we require in later sections as well. See Subsection 2.3 for some background
on ultraproducts.

Lemma 6.7. Let M be an operator space, let Λ be a directed set and let U be

a cofinal ultrafilter on Λ. For each λ ∈ Λ, let ϕλ ∈ Prλ(M,Hλ). Assume that

(rλ)λ∈Λ is a bounded. Then, the ultraproduct limU (ϕλ)λ∈Λ yields an element of

Pr(M,HU ), where r = limU (rλ)λ∈Λ and HU is the ultraproduct Hilbert space of

(Hλ)λ∈Λ along U .
Proof. For each λ ∈ Λ, there is a Hilbert space Kλ containing Hλ along with
a completely bounded homomorphism θλ : C∗(M) → B(Kλ) that has Paulsen’s

similarity property with constant r
1/2
λ and such that

ϕλ(a) = PHλ
θλ(a)|Hλ

, a ∈ M.

Thus, for each λ ∈ Λ there is an invertible operator Xλ ∈ B(Kλ) with
‖Xλ‖ = ‖X−1

λ ‖ ≤ r
1/2
λ
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and such that the homomorphism Ξλ : C∗(M) → B(Kλ) defined as

Ξλ(a) = Xλθλ(a)X
−1
λ , a ∈ C∗(M)

is completely contractive.
Let X ∈ B(KU ) be defined as limU(Xλ)λ∈Λ. Then, X is invertible with ‖X‖ ≤

r1/2 and ‖X−1‖ ≤ r1/2. Upon renormalizing, we may assume that ‖X‖ = ‖X−1‖ ≤
r1/2. Let θ : C∗(M) → B(KU ) be the homomorphism defined as limU (θλ)λ∈Λ. Note
that

Xθ(a)X−1 = lim
U
(Xλθλ(a)X

−1
λ )λ∈Λ, a ∈ C∗(M)

so that θ has Paulsen’s similarity property with constant r1/2. Finally, we observe
that HU ⊂ KU , and if ξ = (ξλ)λ∈Λ, η = (ηλ)λ∈Λ are two elements of

∏
λ∈ΛHλ then

we have

〈θ(a)[ξ], [η]〉KU
= lim

U
(〈θλ(a)ξλ, ηλ〉Kλ

)λ∈Λ

= lim
U
(〈ϕλ(a)ξλ, ηλ〉Hλ

)λ∈Λ

= 〈(lim
U
(ϕλ)λ∈Λ)(a)[ξ], [η]〉HU

.

We conclude that limU (ϕλ)λ∈Λ lies in Pr(M,HU ). �

We can now describe a certain continuity property of the class Pr(M) with
respect to r.

Theorem 6.8. Let M be an operator space, let r ≥ 1 and let H be a Hilbert space.

Then,

Pr(M,H) = ∩ε>0 Pr+ε(M,H).

Proof. It follows from the definition that Pr(M,H) ⊂ ∩ε>0 Pr+ε(M,H). Con-
versely, let ϕ ∈ ∩ε>0 Pr+ε(M,H). Thus, ϕ ∈ ∩n Pr+1/n(M,H). Let U be a
cofinal ultrafilter on N. By Lemma 6.7 we see that limU (ϕ)n∈N ∈ Pr(M,HU ).
Finally, let V : H → HU be the isometry defined as

V ξ = lim
U
(ξ)n∈N, ξ ∈ H.

A standard verification yields

ϕ(a) = V ∗
(
lim
U
(ϕ)n∈N

)
(a)V, a ∈ M

so an application of Lemma 4.3 shows that indeed ϕ ∈ Pr(M,H). �

7. Extremals in the class Pr(M)

We emphasize once more that we always assume that operator spaces are con-
cretely represented on some Hilbert space.

Let M be an operator space and let r ≥ 1. In this section we restrict the
dilation order defined on the class CBr(M) in Section 4 to the subclass Pr(M).
We recall the notation and terminology here for convenience. Let ϕ ∈ Pr(M,Hϕ)
and ψ ∈ Pr(M,Hψ). We write ϕ ≺ ψ if Hϕ ⊂ Hψ and

ϕ(a) = PHϕ
ψ(a)|Hϕ

, a ∈ M.

Clearly, this is a dilation order on Pr(M). We say that an element ω ∈ Pr(M,Hω)
is Pr(M)-extremal if whenever δ ∈ Pr(M,Hδ) satisfies ω ≺ δ, we necessarily
have that Hω is reducing for δ(M). It is an easy consequence of Lemma 6.2 that



26 RAPHAËL CLOUÂTRE AND CHRISTOPHER RAMSEY

Pr(M)-extremal elements are preserved by unitary equivalence. This will be used
throughout, often without mention. We will also require the following simple ob-
servation.

Lemma 7.1. Let M be an operator space and let r ≥ 1. Let ω ∈ Pr(M,Hω) be

a Pr(M)-extremal element and let X ⊂ Hω be a reducing subspace for ω(M). If

we define ω′ : M → B(X ) as

ω′(a) = ω(a)|X , a ∈ M

then ω′ ∈ Pr(M,X ) and it is a Pr(M)-extremal element.

Proof. It is straightforward to see that ω′ ∈ Pr(M,X ). Let δ′ ∈ Pr(M,Hδ) such
that ω′ ≺ δ′ and define δ : M → Hδ ⊕ (Hω ⊖X ) as

δ(a) = δ′(a)⊕ ω(a)|(Hω⊖X ), a ∈ M.

Upon invoking Corollary 5.5, it is readily verified that δ ∈ Pr(M,Hδ⊕ (Hω⊖X )).
Moreover, we note that ω ≺ δ. Hence, Hω is reducing for δ(M), which implies in
particular that X is reducing for δ′(M). �

Our immediate goal is to establish the existence of Pr(M)-extremal elements.
For that purpose, we first show that Pr(M) has the limit property with respect
to the dilation order ≺. This is the first instance where our working with this
smaller class of linear maps creates difficulties that are not present in the standard
setting of [22], [18] and [23]. Indeed, on top of the usual inductive limit procedure
of Lemma 4.1, we have to use the ultraproduct machinery from Subsection 2.3 to
keep track of the multiplicative dilations.

Lemma 7.2. Let M be an operator space and let r ≥ 1. Then, the class Pr(M)
has the limit property with respect to the dilation order ≺.

Proof. Let Λ be a totally ordered set. For each λ ∈ Λ, let ϕλ ∈ Pr(M,Hλ).
Assume that Hλ ⊂ Hµ and

ϕλ(a) = PHλ
ϕµ(a)|Hλ

, a ∈ M

whenever µ ≥ λ. Set H = ∪λHλ. We need to find an element ψ ∈ Pr(M,H) such
that ϕλ ≺ ψ for every λ ∈ Λ. Let ψ : M → B(H) be the map constructed from the
collection (ϕλ)λ∈Λ as in the proof of Lemma 4.1. It is clear that ϕλ ≺ ψ for every
λ ∈ Λ. We need only verify that ψ ∈ Pr(M,H).

Let U be a cofinal ultrafilter on Λ and let HU be the ultraproduct Hilbert space
of (Hλ)λ∈Λ along U . For each µ ∈ Λ we define an isometry Vµ : Hµ → HU as
follows. If ξ ∈ Hµ then Vµξ = [(ξλ)λ∈Λ], where

ξλ =

{
ξ if λ ≥ µ

0 if λ < µ.

Using that U is cofinal, it is easily verified that there exists another isometry V :
H → HU such that V ξ = Vµξ if ξ ∈ Hµ. Now, let ϕ : M → B(HU ) be defined as
ϕ = limU (ϕλ)λ∈Λ. We show that

ψ(a) = V ∗ϕ(a)V, a ∈ M.
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Indeed, assume that ξ, η ∈ Hµ. Then, using again the fact that U is cofinal we find

〈V ∗ϕ(a)V ξ, η〉H = 〈ϕ(a)V ξ, V η〉HU
= lim

U
(〈ϕλ(a)ξ, η〉Hλ

)λ∈Λ

= lim
U

(
〈ϕµ(a)ξ, η〉Hµ

)
λ∈Λ

= 〈ϕµ(a)ξ, η〉Hµ
= 〈ψ(a)ξ, η〉H.

Since H = ∪µHµ we conclude that

ψ(a) = V ∗ϕ(a)V, a ∈ M
as claimed. By Lemma 6.7 we see that ϕ ∈ Pr(M,HU), so that an application of
Lemma 4.3 shows that ψ ∈ Pr(M,H). �

The following is now a straightforward consequence.

Theorem 7.3. Let M be an operator space, let r ≥ 1 and let ϕ ∈ Pr(M,Hϕ).
Then, there exists a Pr(M)-extremal element ω ∈ Pr(M,Hω) such that ϕ ≺ ω
and such that

dimHω ≤ (1 + ℵ0 dimM) dimHϕ

Proof. The class Pr(M) has the limit property with respect to the dilation order
≺ by Lemma 7.2. By Theorem 3.2, we see that there is a maximal element ζ ∈
Pr(M,K) such that ϕ ≺ ζ. We claim that ζ is Pr(M)-extremal. Indeed, let
δ ∈ Pr(M,Hδ) such that ζ ≺ δ. We calculate for every a ∈ M and ξ ∈ K that

‖(δ(a)− ζ(a))ξ‖2 = ‖δ(a)ξ‖2 + ‖ζ(a)ξ‖2 − 2Re〈δ(a)ξ, ζ(a)ξ〉
= ‖δ(a)ξ‖2 − ‖ζ(a)ξ‖2 = 0

so that δ(a)ξ = ζ(a)ξ. Likewise,

‖(δ(a)∗ − ζ(a)∗)ξ‖2 = ‖δ(a)∗ξ‖2 + ‖ζ∗(a)ξ‖2 − 2Re〈δ(a)∗ξ, ζ(a)∗ξ〉
= ‖δ(a)∗ξ‖2 − ‖ζ(a)∗ξ‖2 = 0

so that δ(a)∗ξ = ζ(a)∗ξ. Hence, δ(M)K ⊂ K and δ(M)∗K ⊂ K, so indeed ζ is
Pr(M)-extremal.

Let Hω = Hϕ + C∗(ζ(M))Hϕ. This is the smallest reducing subspace for ζ(M)
that contains Hϕ. By choosing a Hamel basis for ζ(M), we can find a dense subset
of C∗(ζ(M)) with cardinality at most ℵ0 dim ζ(M). Hence, there is a total subset
of Hω with cardinality at most

dimHϕ + ℵ0 dim ζ(M) dimHϕ.

By applying the Gram-Schmidt algorithm, we find

dimHω ≤ (1 + ℵ0 dim ζ(M)) dimHϕ ≤ (1 + ℵ0 dimM) dimHϕ.

We define ω : M → B(H) as

ω(a) = ζ(a)|Hω
, a ∈ M.

It is clear that ϕ ≺ ω, and it follows from Lemma 7.1 that ω ∈ Pr(M,Hω) is
Pr(M)-extremal. �

For our purposes, it will be relevant to know if the collection of Pr(M)-extremals
“completely norms” the operator space M, in the following precise sense.
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Corollary 7.4. Let M be an operator space and let r ≥ 1. Then, there is a

Pr(M)-extremal element ω ∈ Pr(M,Hω) such that for every n ∈ N and every

a ∈Mn(M) we have ‖a‖ ≤ ‖ω(n)(a)‖. Moreover, we have that

dimHω ≤ (dimM)2(1 + ℵ0 dimM).

Proof. There is an isometric ∗-homomorphism π : C∗(M) → B(H). Using a Hamel
basis, we may find a dense subset S ⊂ C∗(M) with

cardS ≤ ℵ0 dimM.

For each a ∈ S and m ∈ N, choose a unit vector ξa,m ∈ H such that

‖π(a)ξa,m‖ ≥ ‖a‖(1− 1/m).

Let H′ denote the smallest closed subspace containing the sets

{ξa,m : a ∈ S,m ∈ N}
and

{π(C∗(M))ξa,m : a ∈ S,m ∈ N}.
Then,H′ is reducing for π(C∗(M)). Let π′ : C∗(M) → B(H′) be the ∗-homomorphism
defined as

π′(a) = π(a)|H′ , a ∈ C∗(M).

By construction, we see that π′ is isometric, and hence completely isometric. Now,
H′ contains a total subset of cardinality at most

ℵ0 cardS + ℵ0(cardS)2.
By applying the Gram-Schmidt algorithm, we find

dimH′ ≤ ℵ0 cardS + ℵ0(cardS)2 ≤ ℵ0(dimM)2.

Let ϕ : M → B(H′) be defined as

ϕ(a) = π′(a), a ∈ M.

Clearly, we have that ϕ ∈ Pr(M,H′). By Theorem 7.3, there is a Pr(M)-extremal
element ω ∈ Pr(M,Hω) such that ϕ ≺ ω and

dimHω ≤ (1 + ℵ0 dimM) dimH′ ≤ (dimM)2(1 + ℵ0 dimM).

Since ≺ is a dilation order, we have

‖ω(n)(a)‖ ≥ ‖ϕ(n)(a)‖ = ‖a‖
for every n ∈ N and every a ∈Mn(M). �

Let M be an operator space, let AM denote the operator algebra it generates,
and let r ≥ 1. An element ϕ ∈ Pr(M,Hϕ) is said to have the unique extension

property relative to Pr(M) if there exits a unique element Φ ∈ Pr(AM,Hϕ)
that agrees with ϕ on M, and if this unique map Φ is a homomorphism that has
Paulsen’s similarity property with constant r1/2. It is clear that ϕ ∈ Pr(M,Hϕ)
has the unique extension property relative to Pr(M) if and only if the following
two statements hold:

(a) there is Φ ∈ Pr(AM,Hϕ) that agrees with ϕ on M, and
(b) every Ψ ∈ Pr(AM,Hϕ) that agrees with ϕ on M is a homomorphism that

has Paulsen’s similarity property with constant r1/2.

We now arrive at an important property of Pr(M)-extremals.
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Theorem 7.5. Let M be an operator space, let r ≥ 1 and let ω ∈ Pr(M,Hω) be
a Pr(M)-extremal element. Then, ω has the unique extension property relative to

Pr(M).

Proof. By assumption, there is a Hilbert space K containing Hω along with a
homomorphism θ : C∗(M) → B(K) that has Paulsen’s similarity property with
constant r1/2 and such that

ω(a) = PHω
θ(a)|Hω

, a ∈ M.

The map Ω : AM → B(Hω) defined as

Ω(a) = PHω
θ(a)|Hω

, a ∈ AM

clearly lies in Pr(AM,Hω) and agrees with ω on M. It remains to prove that
any such extension is a homomorphism that has Paulsen’s similarity property with
constant r1/2.

For that purpose, let Ψ ∈ Pr(AM,Hω) that agrees with ω on M. Then, there
is a Hilbert space Kω containing Hω along with a homomorphism ρ : C∗(M) →
B(Kω) that has Paulsen’s similarity property with constant r1/2 and such that

Ψ(a) = PHω
ρ(a)|Hω

, a ∈ AM.

Let δ denote the restriction of ρ to M, so that δ ∈ Pr(M,Kω) and ω ≺ δ. Since
ω is assumed to be Pr(M)-extremal, we conclude that Hω is reducing for δ(M),
and hence for ρ(AM). Thus, we have

Ψ(a) = ρ(a)|Hω
, a ∈ AM

which shows that Ψ is multiplicative. Invoking Corollary 5.5 we see that Ψ has
Paulsen’s similarity property with constant r1/2. �

Although we will not need this fact, we remark that the argument used in the
previous proof can be used to show that the unique multiplicative extension of ω
to AM must be Pr(AM)-extremal. We leave the simple details to the reader.

We emphasize here that Theorem 7.5 justifies our considering the subclass Pr(M)
rather than the full class CBr(M), since in this context every extremal extends to
be multiplicative on AM. This stands in contrast with the situation for general
completely bounded linear maps, as illustrated by Theorem 4.7.

Next, we examine another unique extension property. An element ϕ ∈ CP1(M,Hϕ)
is said to have the unique extension property relative to CP1(M) if there ex-
ists a unique element Φ ∈ CP1(C

∗(M),Hϕ) that agrees with ϕ on M, and if
moreover Φ is a ∗-homomorphism. By definition, an element ϕ ∈ CP1(M,Hϕ)
has at least one contractive completely positive extension to C∗(M). Hence,
ϕ ∈ CP1(M,Hϕ) has the unique extension property relative to CP1(M) if and only
if every Ψ ∈ CP1(C

∗(M),Hϕ) that agrees with ϕ on M is a ∗-homomorphism.
We can now refine Theorem 7.5.

Theorem 7.6. Let M be an operator space and let r ≥ 1. Let ω ∈ Pr(M,Hω) be
Pr(M)-extremal. Then, the following statements hold.

(1) There is an invertible operator X ∈ B(Hω) with ‖X‖ = ‖X−1‖ ≤ r1/2 such

that the map ωX : M → B(Hω) defined as

ωX(a) = Xω(a)X−1, a ∈ M
belongs to P1(M,Hω).
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(2) Let Y ∈ B(Hω) be an invertible operator with ‖Y ‖ = ‖Y −1‖ ≤ r1/2 and let

ωY : M → B(Hω) be defined as

ωY (a) = Y ω(a)Y −1, a ∈ M.

If the map ωY belongs to P1(M,Hω), then it has the unique extension

property relative to CP1(M).

Proof. (1) By Theorem 7.5 there is a homomorphism Ω : AM → B(Hω) that has
Paulsen’s similarity property with constant r1/2 and that agrees with ω on M.
By Corollary 5.3, there is an invertible operator X ∈ B(Hω) such that ‖X‖ =
‖X−1‖ ≤ r1/2, a Hilbert space Kω containing Hω and a ∗-homomorphism π :
C∗(M) → B(Kω) such that

ωX(a) = Xω(a)X−1 = PHω
π(a)|Hω

, a ∈ M.

In particular, we have that ωX ∈ CP1(M,Hω) and thus ωX ∈ P1(M,Hω) by
Corollary 6.5.

(2) We see that ωY ∈ CP1(M,Hω) by Corollary 6.5. Let Ψ : C∗(M) → B(Hω)
be a contractive completely positive map that agrees with ωY on M. We need
to show that Ψ is a ∗-homomorphism. By Lemma 4.5, there is a Hilbert space K
containing Hω and a ∗-homomorphism π : C∗(M) → B(K) such that

Ψ(a) = PHω
π(a)|Hω

, a ∈ C∗(M).

In particular, we see that

ωY (a) = PHω
π(a)|Hω

, a ∈ M.

We can now invoke Lemma 6.2 to find another invertible operator Y ′ ∈ B(K) with
‖Y ′‖ = ‖Y ′−1‖ ≤ r1/2, such that the space Y ′Hω = Hω = Y ′∗Hω is reducing for
Y ′ and such that

ω(a) = Y −1ωY (a)Y = PHω
πY (a)|Hω

, a ∈ M

where πY : C∗(M) → B(K) is defined as

πY (a) = Y ′−1π(a)Y ′, a ∈ C∗(M).

If we denote by δ the restriction of πY to M, then δ ∈ Pr(M,K) and ω ≺ δ. Since
ω is assumed to be Pr(M)-extremal, we conclude that

Y ′−1π(M)Y ′Hω ⊂ Hω , (Y ′−1π(M)Y ′)∗Hω ⊂ Hω

or

π(M)Y ′Hω ⊂ Y ′Hω, π(M)∗Y ′∗−1Hω ⊂ Y ′∗−1Hω.

Since π is a ∗-homomorphism and Y ′Hω = Hω = Y ′∗−1Hω, this translates to

π(M)Hω ⊂ Hω, π(M∗)Hω ⊂ Hω

and thus π(C∗(M))Hω ⊂ Hω. But recall that

Ψ(a) = PHω
π(a)|Hω

, a ∈ C∗(M)

so that Ψ is a ∗-homomorphism. �
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Given an operator space M and two linear maps

ϕ ∈ CP1(M,Hϕ), ψ ∈ CP1(M,Hψ)

we use our standard notation ϕ ≺ ψ to mean that Hϕ ⊂ Hψ and

ϕ(a) = PHϕ
ψ(a)|Hϕ

, a ∈ M.

A linear map ω ∈ CP1(M,Hω) is said to be CP1(M)-extremal if whenever δ ∈
CP1(M,Hδ) satisfies ω ≺ δ, we have that Hω is reducing for δ(M). Interestingly,
CP1(M)-extremality and the unique extension property relative to CP1(M) are
equivalent. This is reminiscent of the classical setting of unital completely positive
maps [22], and the proof is very similar. We provide it below for completeness.

Lemma 7.7. Let M be an operator space and let ω ∈ CP1(M,Hω). Then, ω
is CP1(M)-extremal if and only if it has the unique extension property relative to

CP1(M).

Proof. Throughout the proof we assume that M ⊂ B(HM).
Assume first that ω is CP1(M)-extremal. Let Ψ : C∗(M) → B(Hω) be a

contractive completely positive map that agrees with ω on M. We must show that
Ψ is a ∗-homomorphism. By Lemma 4.5, there is a Hilbert space Kω containing
Hω and a ∗-homomorphism π : C∗(M) → B(Kω) such that

Ψ(a) = PHω
π(a)|Hω

, a ∈ C∗(M).

In particular, we have

ω(a) = PHω
π(a)|Hω

, a ∈ M.

By assumption, we see that Hω is reducing for π(M), and hence for π(C∗(M)).
This immediately implies that Ψ is a ∗-homomorphism.

Conversely, assume that ω has the unique extension property relative to CP1(M).
Let δ ∈ CP1(M,Hδ) be such that ω ≺ δ. There is a contractive completely positive
map ∆ : C∗(M) → B(Hδ) that agrees with δ on M. By Lemma 4.5, there is a
Hilbert space Kδ containing Hδ and a ∗-homomorphism π : C∗(M) → B(Kδ) such
that

∆(a) = PHδ
π(a)|Hδ

, a ∈ C∗(M).

If we let Ψ : C∗(M) → B(Hω) be defined as

Ψ(a) = PHω
∆(a)|Hω

, a ∈ C∗(M)

then we see that Ψ is contractive and completely positive, and it agrees with ω on
M. By assumption, we see that Ψ is a ∗-homomorphism. Let now a ∈ C∗(M).
Applying the Schwarz inequality for completely positive maps [31, Exercise 3.4] to
a contractive completely positive extension of ∆ to B(HM), we obtain

∆(a)∗∆(a) ≤ ∆(a∗a)

whence

PHω
∆(a)∗∆(a)PHω

≤ PHω
∆(a∗a)PHω

and thus

Ψ(a)∗Ψ(a) + PHω
π(a)∗PH⊥

ω
π(a)PHω

≤ Ψ(a∗a).

But Ψ is a ∗-homomorphism so that

PHω
π(a)∗PH⊥

ω
π(a)PHω

≤ 0
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or PH⊥
ω
π(a)|Hω

= 0. Since a ∈ C∗(M) is arbitrary, we conclude that π(C∗(M))Hω ⊂
Hω and in particular δ(M)Hω ⊂ Hω and δ(M)∗Hω ⊂ Hω, so that Hω is reducing
for δ(M). Hence, ω is CP1(M)-extremal. �

We saw in Theorem 7.5 that Pr(M)-extremals have the unique extension prop-
erty relative to Pr(M). We will see in Example 6 below that the converse is false.
Hence, the previous lemma does not extend to the class Pr(M) for r > 1.

The following is an easy consequence of Corollary 6.5.

Corollary 7.8. Let M be an operator space and let r ≥ 1. Let ω ∈ Pr(M,Hω)
be Pr(M)-extremal. Let Y ∈ B(Hω) be an invertible operator such that ‖Y ‖ =
‖Y −1‖ ≤ r1/2 and let ωY : M → B(Hω) be defined as

ωY (a) = Y ω(a)Y −1, a ∈ M.

If the map ωY belongs to P1(M,Hω), then it is P1(M)-extremal.

Proof. Simply combine Corollary 6.5, Theorem 7.6 and Lemma 7.7. �

Theorem 7.6 along with Lemma 7.7 shows that any Pr(M)-extremal is similar
to a CP1(M)-extremal, and it is natural to wonder whether the converse holds.
Our next task is to show that this is not the case. First, we need the following
result which is of independent interest. It shows that if ω is Pr(M)-extremal,
then ‖ω‖cb cannot be too small, and ω does not belong to Ps(M) for any s < r.
This fact is not obvious from the definition of extremality.

Theorem 7.9. Let M be an operator space, let r ≥ 1 and let ω ∈ Pr(M,Hω).
Assume that ω is a non-zero Pr(M)-extremal element. Then, the following state-

ments hold.

(1) The map ω does not belong to Ps(M,Hω) if 1 ≤ s < r. In particular, the

unique homomorphism Ω ∈ Pr(AM,Hω) that agrees with ω on M satisfies

‖Υ(Ω)‖cb = r.
(2) The map ω satisfies

‖ω‖cb ≥
r

16
− 5

4
.

Proof. (1) Let 1 ≤ s < r and suppose on the contrary that ω ∈ Ps(M,Hω).
Then, there is a Hilbert space Kω containing Hω along with a homomorphism
θ : AM → B(Kω) that has Paulsen’s similarity property with constant s1/2 and
such that

ω(a) = PHω
θ(a)|Hω

, a ∈ M.

Let ε > 0 and define a linear map ρε : AM → B(K(4)
ω ) as

ρε(a) =




θ(a) 0 εθ(a) 0
0 θ(a) 0 0
0 0 0 0
0 εθ(a) 0 0


 , a ∈ AM.

It is readily verified that ρε is a homomorphism with ‖ρε‖cb ≤ (1 + 2ε)‖θ‖cb. In
addition, if we let

Θ : AM → B(K(4)
ω )

be defined as

Θ(a) = θ(a)⊕ θ(a)⊕ 0⊕ 0, a ∈ AM
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then

lim
ε→0

‖Υ(ρε)−Υ(Θ)‖cb = 0.

Since θ has Paulsen’s similarity property with constant s1/2, we may use Corollary
5.5 along with Theorem 5.4 to conclude that ‖Υ(Θ)‖cb ≤ s < r. Thus, there is
ε0 > 0 small enough so that ‖Υ(ρε0)‖cb < r. Another application of Theorem 5.4
yields that ρε0 has Paulsen’s similarity property with constant r1/2. Note that Hω

can be identified with

Hω ⊕ 0⊕ 0⊕ 0 ⊂ K(4)
ω ,

in which case

ω(a) = PHω
ρε0(a)|Hω

, a ∈ M.

But Hω is not reducing for ρε0(M), since ω is non-zero. This contradicts the fact
that ω is Pr(M)-extremal. We conclude that ω ∈ Pr(M,Hω)\∪s<r Pr(M,Hω).
Since ω is Pr(M)-extremal we know from Theorem 7.5 that there is a unique
homomorphism Ω : AM → B(Hω) that agrees with ω on M and that has Paulsen’s
similarity property with constant r1/2, but not with constant s1/2 for any s < r.
Using Theorem 5.4, we conclude that ‖Υ(Ω)‖cb = r.

(2) Let ε > 0 and define a completely bounded linear map δ : M → B(Hω⊕Hω)
as

δ(a) =

[
ω(a) 0
εω(a) 0

]
, a ∈ M.

Then, we have ‖δ‖cb =
√
1 + ε2‖ω‖cb. By Theorem 5.1, there is a Hilbert space Kω

containing Hω ⊕Hω and a homomorphism θ : C∗(M) → B(Kω) such that

δ(a) = PHω⊕Hω
θ(a)|Hω⊕Hω

, a ∈ M.

Moreover, we can assume that ‖θ‖cb ≤ C where

C =

((√
1 + ε2‖ω‖cb

)1/2
+
(
1 +

√
1 + ε2‖ω‖cb

)1/2)2

.

By Theorem 5.2, we see that θ has Paulsen’s similarity property with constant√
C +

√
1 + C. Thus,

δ ∈ P(
√
C+

√
1+C)2(M,Hω ⊕Hω).

On the other hand, note thatHω can be identified as the first coordinate inHω⊕Hω,
in which case

ω(a) = PHω
δ(a)|Hω

, a ∈ M.

The subspace Hω is clearly not reducing for δ(M), since ω is non-zero. However,

ω is assumed to be Pr(M)-extremal, so we must have that (
√
C +

√
1 + C)2 > r.

Now, C ≤ 4(1 +
√
1 + ε2‖ω‖cb) so that

r < 4(5 + 4
√
1 + ε2‖ω‖cb).

Letting ε→ 0 and rearranging yields the announced inequality.
�

Using the previous theorem, we show that a CP1(M)-extremal element, let alone
a map merely similar to one, is not necessarily a Pr(M)-extremal if r is allowed
to be arbitrarily large.
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Example 6. Let ω : B(H) → B(H) be the identity map. Trivially, we see that
ω has the unique extension property relative to Pr(B(H)) for every r ≥ 1, and
also relative to CP1(B(H)). In particular, we see that ω is CP1(B(H))-extremal
by Lemma 7.7. On the other hand, by virtue of part (2) of Theorem 7.9, we see
that ω is not Pr(M)-extremal as soon as

r

16
− 5

4
> 1

since ‖ω‖cb = 1.

The previous example is a bit artificial. The following is a more satisfying ex-
ample that does not rely on forcing r to be large so that we can apply Theorem
7.9. We exhibit a linear map ω with ‖ω‖cb = r and with the property that there is
an invertible operator X such that ‖X‖ = ‖X−1‖ = r1/2 and such that the map

a 7→ Xω(a)X−1, a ∈ M
is CP1(M)-extremal, yet ω itself is not Pr(M)-extremal. The basic idea is to
append a direct summand to create room.

Example 7. Let H be a Hilbert space and let ε > 0. Let Hδ = H⊕H and define
a linear map δ : B(H) → B(Hδ) as

δ(a) =

[
a 0
εa 0

]
, a ∈ B(H).

We see that ‖δ‖cb =
√
1 + ε2. Using Theorem 5.1 and arguing as in the proof

of part (2) of Theorem 7.9, we infer that there is r ≥ 1 large enough so that
δ ∈ Pr(B(H),Hδ). Compressing to the copy of H corresponding to the first
coordinate in Hδ, we observe also that

a = PHδ(a)|H, a ∈ B(H).

Next, fix an invertible operator X ∈ B(H) such that ‖X‖ = ‖X−1‖ = r1/2 ≥ 1.
Let ω : B(H) → B(H⊕H) be the homomorphism defined as

ω(a) = XaX−1 ⊕ a, a ∈ B(H).

Then, ‖ω‖cb = r and ω ∈ Pr(B(H),H⊕H). Consider the linear map ∆ : B(H) →
B(H⊕Hδ) defined as

∆(a) = XaX−1 ⊕ δ(a), a ∈ B(H).

By Corollary 5.5, we have that ∆ ∈ Pr(B(H),H⊕Hδ) and clearly ω ≺ ∆. Since the
copy of H corresponding to the first coordinate in Hδ is not reducing for δ(B(H)),
the space H⊕H ⊂ H⊕Hδ is not reducing for ∆(B(H)). Thus, ω is not Pr(B(H))-
extremal.

On the other hand, let Y ∈ B(H ⊕ H) be the invertible operator defined as
Y = X⊕I. Then, ‖Y ‖ = ‖Y −1‖ ≤ r1/2. Consider the map ωY : B(H) → B(H⊕H)
defined as

ωY (a) = Y −1ω(a)Y = a⊕ a, a ∈ B(H).

Clearly, ωY has the unique extension property relative to CP1(B(H)). Hence, ωY is
CP1(B(H))-extremal by Lemma 7.7. Thus, ω is similar to a CP1(B(H))-extremal
element, yet it is not Pr(B(H))-extremal itself.
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Finally, we exhibit an example that shows that given a linear map ϕ, in general it
is not sufficient that ‖Υ(ϕ)‖cb ≤ r to force ϕ to lie in Pr(M). This was mentioned
in passing at the beginning of Section 6.

Example 8. We return to the map from Example 2. Let H = C, let M = B(H)
and ϕ : M → B(H) be defined as ϕ(λ) = 2λ for each λ ∈ M. Assume that
ϕ ∈ P3(M,C). Then, by Theorem 7.3, there is a P3(M)-extremal element ω ∈
P3(M,Hω) with ϕ ≺ ω. Since M is a C∗-algebra, we see from Theorem 7.5 that
ω(1) is an idempotent. Moreover, we have that

2 = ϕ(1) = PHω(1)|H
which is easily seen to force ‖ω(1)‖ > 2. Next, we note that ‖Υ(ω)‖cb = 3 by
Theorem 7.9. Since M is unital, we have that Υ(M) = M⊕ C and

2‖ω(1)‖ − 1 ≤ ‖2ω(1)− IHω
‖ = ‖Υ(ω)(1⊕−1)‖ ≤ ‖Υ(ω)‖cb = 3

whence ‖ω(1)‖ ≤ 2, which is a contradiction. Thus, ϕ /∈ P3(M,C).
On the other hand, a straightforward verification shows that

Υ(ϕ)(λ ⊕ µ) = 2λ− µ, λ ∈ M, µ ∈ C.

Hence, ‖Υ(ϕ)‖cb = ‖Υ(ϕ)‖ ≤ 3.

8. A scale of C∗-envelopes for representations of operator spaces

In this section, we define a scale of C∗-envelopes associated to operator spaces.
Traditionally, one would expect such envelopes to depend only on the completely
isometric isomorphism class of the operator space, and not on the choice of rep-
resentation, as is the case in [26],[9],[23]. However, since our present setting is
that of possibly non-unital operator spaces, to obtain C∗-envelopes we will need to
consider an operator space along with an associated completely isometric represen-
tation on some Hilbert space. We emphasize that unlike ours, the usual construc-
tions ([26],[9],[23]) do not require this additional piece of data, and although their
resulting envelopes are not algebras, they exhibit stronger universality properties.

Let M be an operator space and put

d(M) = (1 + ℵ0 dimM)(dimM)2.

For each cardinal number n ≤ d(M) we fix a Hilbert space Hn of dimension n, and
implicitly identify every other such space with Hn. This is a standard procedure to
avoid set theoretic difficulties, and this convention will be used tacitly henceforth.

Next, let r ≥ 1 and let µ : M → B(Hµ) be a completely isometric linear map.
For a cardinal number c we let Er(µ, c) be the subset of elements ω ∈ Pr(µ(M),Hc)
that are Pr(µ(M))-extremal. Given ω ∈ Er(µ, c), we denote by Ir(ω) the collection
of invertible operator X ∈ B(Hc) such that ‖X‖ = ‖X−1‖ ≤ r1/2 and with the
property that the map ωX : µ(M) → B(Hc) defined as

ωX(a) = Xω(a)X−1, a ∈ µ(M)

belongs to P1(µ(M),Hc). We know from Theorem 7.6 that Ir(ω) is non-empty,
and that for eachX ∈ Ir(ω) there is a unique ∗-homomorphism πω,X : C∗(µ(M)) →
B(Hc) such that

πω,X(a) = Xω(a)X−1, a ∈ µ(M).



36 RAPHAËL CLOUÂTRE AND CHRISTOPHER RAMSEY

We let

Hr,µ =
⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

Hc

and we define a ∗-homomorphism εµ,r : C
∗(µ(M)) → B(Hr,µ) as

εµ,r(a) =
⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

πω,X(a), a ∈ C∗(µ(M)).

We verify that εµ,r(M) can be identified with µ(M) in a meaningful way.

Corollary 8.1. Let M be an operator space, let µ : M → B(Hµ) be a completely

isometric linear map and let r ≥ 1. Then,

r−1‖a‖ ≤ ‖ε(n)µ,r(a)‖ ≤ ‖a‖
for every n ∈ N and every a ∈Mn(µ(M)).

Proof. It is clear that εµ,r is completely contractive as it is a ∗-homomorphism.
Furthermore, we may use Corollary 7.4 to obtain a cardinal number c such that
c ≤ d(M) and an element ω ∈ Pr(µ(M),Hc) that is Pr(µ(M))-extremal and
such that for every n ∈ N and every a ∈ Mn(µ(M)) we have ‖a‖ ≤ ‖ω(n)(a)‖. If
X ∈ Ir(ω), then

‖ε(n)µ,r(a)‖ ≥ ‖X(n)ω(n)(a)X−1(n)‖ ≥ r−1‖a‖
for every n ∈ N and every a ∈Mn(µ(M)). �

For r ≥ 1, we define the C∗
r -envelope of the pair (M, µ) as

C∗
e,r(M, µ) = εµ,r(C

∗(µ(M))).

If we let Jµ,r = ker εµ,r, then we see that C∗(µ(M))/Jµ,r ∼= C∗
e,r(M, µ). In

particular, if C∗(µ(M)) is simple, then the surjective ∗-homomorphism

εµ,r : C
∗(µ(M)) → C∗

e,r(M, µ)

is necessarily injective, so that C∗
e,r(M, µ) and C∗(µ(M)) are ∗-isomorphic for every

r ≥ 1. In addition, if µ(M) is a C∗-algebra to begin with, then in fact Jµ,r is trivial
and µ(M) can be identified with the C∗

r -envelope of (M, µ), as we show next.

Corollary 8.2. Let M be an operator space, let µ : M → B(Hµ) be a completely

isometric linear map and let r ≥ 1. If µ(M) is C∗-algebra, then C∗
e,r(M, µ) is

∗-isomorphic to C∗(µ(M)).

Proof. By Corollary 8.1, we see that the surjective ∗-homomorphism

εµ,r : C
∗(µ(M)) → C∗

e,r(M, µ)

is injective. �

Going back to the more interesting general case where µ(M) is merely an opera-
tor space, we wish to establish that C∗

e,r(M, µ) does not depend on the isomorphism
class of M in an essential way. What kind of map should be considered an isomor-
phism in this context is an interesting question. A natural answer would be that
an isomorphism should be an invertible map that preserves the class Pr. Accord-
ingly, we call a bijective linear map τ between two concretely represented operator
spaces M and N a P-isomorphism if τ and τ−1 both lie in the class P1. If τ
is a P-isomorphism then for every r ≥ 1 we see by virtue of Corollary 6.6 that
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ϕ ◦ τ−1 ∈ Pr(N ,Hϕ) and ψ ◦ τ ∈ Pr(M,Hψ) whenever ϕ ∈ Pr(M,Hϕ) and
ψ ∈ Pr(N ,Hψ).

Let us exhibit two concretes instances of P-isomorphisms. First, by Corollary
5.3, we see that a bijective map τ : M → N is a P-isomorphism if it is assumed to
extend to a completely isometric algebra isomorphism τ̂ : AM → AN , where AM
and AN denote the operator algebras generated by M and N respectively. Second,
if M and N are both unital and τ : M → N is a unital completely isometric linear
isomorphism, then τ is necessarily a P-isomorphism by Corollary 6.5.

Moreover, we have the following.

Lemma 8.3. Let M and N be operator spaces and let

µ : M → B(Hµ), ν : N → B(Hν)

be completely isometric linear maps. Let r ≥ 1 and let c be a cardinal number. Let

τ : µ(M) → ν(N ) be a P-isomorphism and let ω ∈ Er(ν, c). Then ω ◦ τ ∈ Er(µ, c)
and Ir(ω) = Ir(ω ◦ τ).
Proof. Let δ ∈ Pr(µ(M),Hδ) such that ω ◦ τ ≺ δ. Then, we have that δ ◦ τ−1 ∈
Pr(ν(N ),Hδ) and ω ≺ δ◦τ−1. Hence, the space Hc is reducing for δ◦τ−1(ν(N )) =
δ(µ(M)). This shows that ω ◦ τ is Pr(µ(M))-extremal. Next, let X ∈ I(ω), so
that ωX ∈ P1(ν(N ),Hc). Since τ is a P-isomorphism, we also have ωX ◦ τ ∈
P1(µ(M),Hc). Hence, X ∈ Ir(ω◦τ). The same argument can be used to establish
the reverse inclusion, by symmetry. �

We now prove that the C∗
r -envelope is invariant under P-isomorphisms.

Theorem 8.4. Let M and N be operator spaces and let

µ : M → B(Hµ), ν : N → B(Hν)

be completely isometric linear maps. Let r ≥ 1 and let τ : µ(M) → ν(N ) be a

P-isomorphism. Then, the maps εµ,r ◦ τ−1 and εν,r are unitarily equivalent on

ν(N ). In particular, C∗
e,r(M, µ) and C∗

e,r(N , ν) are unitarily equivalent.

Proof. We first note that d(M) = d(N ). By Lemma 8.3, we see that ζ ∈ Er(ν, c)
if and only if ζ = ω ◦ τ−1 for some ω ∈ Er(µ, c). Moreover, we have that Ir(ω) =
Ir(ω ◦ τ−1) for every ω ∈ Er(µ, c). For b ∈ ν(N ) we see that

εµ,r ◦ τ−1(b) =
⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

X(ω ◦ τ−1(b))X−1

which, after a unitary permutation of the coordinates of Hr,µ, becomes
⊕

c≤d(M)

⊕

ζ∈Er(ν,c)

⊕

X∈Ir(ζ)

Xζ(b)X−1 = εν,r(b).

Hence, there is a unitary operator U : Hr,ν → Hr,µ such that

εµ,r ◦ τ−1(b) = Uεν,r(b)U
∗, b ∈ ν(N ).

Consequently,

C∗
e,r(M, µ) = C∗ (εµ,r(µ(M))) = C∗ (εµ,r ◦ τ−1(ν(N ))

)

= UC∗ (εν,r(ν(N )))U∗ = UC∗
e,r(N , ν)U∗.

�
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Now, the reader may wonder exactly how the construction of the C∗
r -envelope

depends on the completely isometric representation µ. More precisely, if

µ1 : M → B(H1), µ2 : M → B(H2)

are completely isometric linear maps, it is not clear at the moment what relation
exists, if any, between C∗

e,r(M, µ1) and C∗
e,r(M, µ2). Indeed, Theorem 8.4 only

guarantees invariance of the envelope under the assumption that µ2 ◦ µ−1
1 is a P-

isomorphism. The following example shows that in general the C∗
r -envelopes can

differ. We are grateful to Ken Davidson for suggesting the idea therein.

Example 9. Let M = C and let r ≥ 1. Let µ1 : M → C be the identity map and
let

µ2 : M →M2(C)

be the completely isometric linear map defined as

µ2(λ) =

[
0 λ
0 0

]
, λ ∈ C.

Now, µ1(M) = C is a C∗-algebra, whence C∗
e,r(M, µ1) ∼= C by Corollary 8.2 . On

the other hand, it is easily verified that C∗(µ2(M)) = M2(C) and so it is simple.
In that case, we saw previously that C∗

e,r(M, µ2) ∼= C∗(µ2(M)) = M2(C). Thus,
C∗
e,r(M, µ2) is not ∗-isomorphic to C∗

e,r(M, µ1).

Nevertheless, we may use Theorem 8.4 to establish the following universality
property, which justifies the terminology “envelope”.

Corollary 8.5. Let M and N be operator spaces and let

µ : M → B(Hµ), ν : N → B(Hν)

be completely isometric linear maps. Let r ≥ 1 and let τ : µ(M) → ν(N ) be a

P-isomorphism. Then, there is a surjective ∗-homomorphism

ρ : C∗(ν(N )) → C∗
e,r(M, µ)

such that ρ ◦ τ = εµ,r on µ(M).

Proof. By Theorem 8.4, there is a unitary operator U : Hr,ν → Hr,µ such that

UC∗
e,r(N , ν)U∗ = C∗

e,r(M, µ)

and

εµ,r ◦ τ−1(b) = Uεν,r(b)U
∗, b ∈ ν(N ).

Define ρ : C∗(ν(N )) → C∗
e,r(M, µ) as

ρ(b) = Uεν,r(b)U
∗, b ∈ C∗(ν(N )).

Then, ρ is a surjective ∗-homomorphism and ρ ◦ τ = εµ,r on µ(M). �

In light of the preceding developments, it seems relevant here to point out that
the embedding εµ,r : µ(M) → εµ,r(µ(M)) is not known to be a P-isomorphism.
We will revisit this issue below in Theorem 8.10.

Next, we wish to relate the C∗-algebra C∗
e,1(M, µ) and the usual (unital) C∗-

envelope of µ(M). For that purpose, we introduce some terminology. Let M be
a unital operator space and let H be a Hilbert space. We denote by UCB1(M,H)
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the set of unital completely contractive linear maps ϕ : M → B(H). Let K be a
Hilbert space containing H and let δ ∈ UCB1(M,K). If δ satisfies

ϕ(a) = PHδ(a)|H, a ∈ M
then we write ϕ ≺ δ. An element ω ∈ UCB1(M,Hω) is said to be UCB1(M)-
extremal if whenever δ ∈ UCB1(M,Hδ) satisfies ω ≺ δ then we must have that Hω

is reducing for δ(M). We now relate two kinds of extremality.

Lemma 8.6. Let M be an operator space and let ω ∈ CP1(M,Hω). Then ω is

CP1(M)-extremal if and only if Υ(ω) is UCB1(Υ(M))-extremal.

Proof. Assume that Υ(ω) is UCB1(Υ(M))-extremal. Let δ ∈ CP1(M,Hδ) such
that ω ≺ δ. Then, Υ(δ) ∈ UCB1(Υ(M),Hδ) and it is easily verified that Υ(ω) ≺
Υ(δ). We conclude that Hω is reducing for Υ(δ)(Υ(M)), and in particular for
δ(M). Hence ω is CP1(M)-extremal.

Conversely, assume that ω is CP1(M)-extremal. Let ∆ ∈ UCB1(Υ(M),H∆)
such that Υ(ω) ≺ ∆. Recall now that the map υ : M → Υ(M) is the restriction
of a ∗-homomorphism, so that ∆ ◦ υ ∈ CP1(M,H∆). We note that ω ≺ ∆ ◦ υ. We
conclude that Hω is reducing for ∆(υ(M)). Since ∆ is unital, in fact Hω must be
reducing for ∆(Υ(M)), so that Υ(ω) is UCB1(M)-extremal. �

We now recall the construction of the standard unital C∗-envelope for a (con-
crete) unital operator space M. If c is a cardinal number, then we let B(M, c) de-
note the collection of elements β ∈ UCB1(M,Hc) that are UCB1(M)-extremal. It
is well-known that every β ∈ B(M,Hc) extends to a unique unital ∗-homomorphism
πβ : C∗(M) → B(Hc). Then, the unital C∗-envelope of M can be defined as

UC∗
e (M) = κ(C∗(M))

where κ is the unital ∗-homomorphism defined as

κ =
⊕

c≤d(M)

⊕

β∈B(M,c)

πβ

that is completely isometric on M. The reader should consult [4],[22],[3],[18] for
more details. Note that the usual name for UC∗

e (M) is simply the C∗-envelope
and the standard notation is C∗

e (M), but in the context of this paper we want
to emphasize the fact that the maps involved in the previous construction are all
unital.

We can now relate the unital C∗-envelope to the C∗
1 -envelope.

Theorem 8.7. Let M be an operator space and let µ : M → B(Hµ) be a completely

isometric linear map. Then, C∗
e,1(M, µ)+CIH1,µ is ∗-isomorphic to UC∗

e (Υ(µ(M))).

Proof. By Subsection 2.2, Corollary 6.5 and Lemma 8.6, we see that the UCB1(Υ(µ(M)))-
extremal elements are precisely those of the form Υ(ω) for someP1(µ(M))-extremal
element ω. Hence, we find that

κ =
⊕

c≤d(Υ(µ(M)))

⊕

β∈B(Υ(µ(M)),c)

πβ

is unitarily equivalent to
⊕

c≤d(Υ(µ(M)))

⊕

ω∈E1(µ,c)

πΥ(ω).
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Since ℵ0 dimM = ℵ0 dimΥ(µ(M)) we conclude that d(Υ(µ(M))) = d(M) and
thus

UC∗
e (Υ(µ(M))) = C∗







⊕

c≤d(Υ(µ(M)))

⊕

β∈B(Υ(µ(M)),c)

β(b) : b ∈ Υ(µ(M))








is unitarily equivalent to

C∗







⊕

c≤d(M)

⊕

ω∈E1(µ,c)

Υ(ω)(b) : b ∈ Υ(µ(M))






 .

Since I1(ω) consists of unitary operators for every ω ∈ E1(µ, c), we see that UC∗
e (Υ(µ(M)))

is ∗-isomorphic to

C∗







⊕

c≤d(M)

⊕

ω∈E1(µ,c)

⊕

V ∈I1(ω)

VΥ(ω)(b)V ∗ : b ∈ Υ(µ(M))








= CIH1,µ + C∗







⊕

c≤d(M)

⊕

ω∈E1(µ,c)

⊕

V ∈I1(ω)

V ω(a)V ∗ : a ∈ µ(M)








= CIH1,µ + C∗







⊕

c≤d(M)

⊕

ω∈E1(µ,c)

⊕

V ∈I1(ω)

πω,V (a) : a ∈ µ(M)








= CIH1,µ + C∗
e,1(M, µ).

�

The outstanding issue that remains to be addressed is the relationship, for a
given µ, between the C∗

r -envelope and the C∗
s -envelope for s ≥ r. We elucidate it

partially with the following.

Theorem 8.8. Let M be an operator space, let µ : M → B(Hµ) be a completely

isometric linear map and let s ≥ r ≥ 1. Then,

εµ,r(a) = Yrγs,r(Y
−1
s εµ,s(a)Ys)Y

−1
r , a ∈ µ(M)

where Yr ∈ B(Hr,µ) and Ys ∈ B(Hs,µ) are invertible operators with

‖Yr‖ = ‖Y −1
r ‖ ≤ r1/2, ‖Ys‖ = ‖Y −1

s ‖ ≤ s1/2

and γs,r is a completely contractive map.

Proof. For notational convenience, we define ιµ,r : µ(M) → B(Hr,µ) as

ιµ,r(a) =
⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

ω(a), a ∈ µ(M).

Let c ≤ d(M) and let ω ∈ Er(µ, c). Then ω ∈ Ps(µ(M),Hc). By virtue of Theorem
7.3, there is a Hilbert space Kω containing Hc with

dimKω ≤ (1 + ℵ0 dimM)c ≤ (1 + ℵ0 dimM)d(M) = d(M)

along with a linear map ζω ∈ Ps(µ(M),Kω) that is Ps(µ(M))-extremal and such
that

ω(a) = PHc
ζω(a)|Hc

, a ∈ µ(M).
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There is a cardinal number cω ≤ d(M) and a unitary operator Uω : Kω → Hcω such
that ζ′ω ∈ Es(µ,Hcω), where

ζ′ω(a) = Uωζω(a)U
∗
ω , a ∈ µ(M).

We note that
∪c≤d(M){ζ′ω : ω ∈ Er(µ, c)} ⊂ ∪c≤d(M)Es(µ, c).

We can then define a completely contractive surjective linear map

γs,r : ιµ,s(µ(M)) → ιµ,r(µ(M))

as

γs,r




⊕

c≤d(M)

⊕

ζ∈Es(µ,c)

⊕

X∈Is(ζ)

ζ(a)


 =

⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

PHc
U∗
ωζ

′
ω(a)Uω|Hc

for every a ∈ µ(M). Note then that γs,r ◦ ιµ,s = ιµ,r on µ(M). Put

Yr =
⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

X

Ys =
⊕

c≤d(M)

⊕

ζ∈Es(µ,c)

⊕

X∈Is(ζ)

X

which satisfy
‖Yr‖ = ‖Y −1

r ‖ ≤ r1/2, ‖Ys‖ = ‖Y −1
s ‖ ≤ s1/2.

For a ∈ µ(M) we have

Yrιµ,r(a)Y
−1
r = εµ,r(a), Ysιµ,s(a)Y

−1
s = εµ,s(a)

whence

εµ,r(a) = Yrιµ,r(a)Y
−1
r = Yrγs,r(ιµ,s(a))Y

−1
r

= Yrγs,r(Y
−1
s εµ,s(a)Ys)Y

−1
r .

�

The relationship between the C∗
1 -envelope and the C∗

r -envelope is clearer, as the
next result shows.

Theorem 8.9. Let M be an operator space, let µ : M → B(Hµ) be a completely

isometric linear map and let r ≥ 1. Then, there is a surjective ∗-homomorphism

Γr : C
∗
e,1(M, µ) → C∗

e,r(M, µ) such that Γr ◦ εµ,1 = εµ,r.

Proof. Let c be a cardinal number satisfying c ≤ d(M), let ω ∈ Er(µ, c) and let
X ∈ Ir(ω). Then, we have ωX ∈ E1(µ, c) by Corollary 7.8. Moreover, we note
that if ζ ∈ E1(µ, c), then I1(ζ) coincides with the set of unitary operators on Hc,
so in particular it contains the identity I. Thus, we see that there is an element
ζ(ω,X) ∈ E1(µ, c) such that

πζ(ω,X),I = πω,X .

Put
Π = {ζ(ω,X) : ω ∈ Er(µ, c), X ∈ Ir(ω)} ⊂ E1(µ, c).

We define a map γr on C∗
e,1(M, µ) to be the corresponding compression, so that

γr




⊕

c≤d(M)

⊕

ζ∈E1(µ,c)

⊕

U∈I1(ζ)

πζ,U (a)


 =

⊕

c≤d(M)

⊕

ζ∈Π

πζ,I(a)
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for every a ∈ C∗(µ(M)). Clearly, γr is a ∗-homomorphism. By choice of Π, there
is a unitary operator V such that

V ∗γr


 ⊕

c≤d(M)

⊕

ζ∈E1(µ,c)

⊕

U∈I1(ζ)

πζ,U (a)


V =

⊕

c≤d(M)

⊕

ω∈Er(µ,c)

⊕

X∈Ir(ω)

πω,X(a)

for every a ∈ C∗(µ(M)). Define Γr : C
∗
e,1(M, µ) → C∗

e,r(M, µ) as

Γr(b) = V ∗γr(b)V, b ∈ C∗
e,1(M, µ).

Then, we see that Γr is a ∗-homomorphism and that Γr ◦ εµ,1 = εµ,r. In particular
Γr is surjective.

�

The question arises whether there is a ∗-isomorphism

π : C∗
e,r(M, µ) → C∗

e,1(M, µ)

satisfying π ◦ εµ,r = εµ,1 on µ(M). It is not immediately clear what the answer
should be, especially in view of Examples 6 and 7. Nevertheless, we suspect that
this ∗-isomorphism does exist, although we cannot prove it in general. We can
however establish the following related fact.

Theorem 8.10. The following statements hold.

(1) Let M be an operator space, let µ : M → B(Hµ) be a completely isometric

linear map and let r ≥ 1. Assume that the map εµ,r : µ(M) → εµ,r(µ(M))
is a P-isomorphism. Then, there is a ∗-isomorphism π : C∗

e,r(M, µ) →
C∗
e,1(M, µ) satisfying π ◦ εµ,r = εµ,1 on µ(M).

(2) Let A be an operator algebra, let α : A → B(Hα) be a completely isometric

homomorphism and let r ≥ 1. Assume that there is a ∗-isomorphism π :
C∗
e,r(A, α) → C∗

e,1(A, α) satisfying π ◦ εα,r = εα,1 on α(A). Then, the map

εα,r : α(A) → εα,r(α(A)) is a P-isomorphism.

Proof. (1) Recall that C∗
e,r(M, µ) = C∗(εµ,r(µ(M))). Since εµ,r : µ(M) → εµ,r(µ(M))

is a P-isomorphism, we may apply Corollary 8.5 to obtain a surjective ∗-homomorphism
ρ : C∗

e,r(M, µ) → C∗
e,1(M, µ) such that ρ ◦ εµ,r = εµ,1 on µ(M). On the other

hand, by Theorem 8.9 there is a surjective ∗-homomorphism Γr : C∗
e,1(M, µ) →

C∗
e,r(M, µ) such that Γr ◦ εµ,1 = εµ,r on µ(M). We now see that

(Γr ◦ ρ)(εµ,r(a)) = εµ,r(a), a ∈ µ(M).

We conclude that

Γr ◦ ρ(a) = a, a ∈ C∗
e,r(M, µ).

Hence, ρ is injective as desired.
(2) By Corollary 8.1, we see that εα,1 : α(A) → εα,1(α(A)) is a completely

isometric algebra isomorphism, and thus εα,1 is a P-isomorphism. On the other
hand, we see that εα,r = π−1 ◦ εα,1 on α(A). Since π is a ∗-isomorphism, we infer
that εα,r : α(A) → εα,r(α(A)) is a P-isomorphism as well. �

Thus, for an operator algebra A and a completely isometric homomorphism α
on it, whether the map εα,r : α(A) → εα,r(α(A)) is a P-isomorphism is equivalent
to the existence of a ∗-isomorphism π : C∗

e,r(A, α) → C∗
e,1(A, α) satisfying some

additional natural condition. In general, we make the following conjecture.
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Conjecture. Let M be an operator space, let µ : M → B(Hµ) be a com-
pletely isometric linear map and let r ≥ 1. Then, the C∗-algebras C∗

e,1(M, µ) and
C∗
e,r(M, µ) are ∗-isomorphic.

We close the paper by verifying this conjecture in some cases of interest. We
already observed that if C∗(µ(M)) is simple, then C∗

e,r(M, µ) and C∗(µ(M)) are
∗-isomorphic for every r ≥ 1. On the other hand, if we assume that C∗(µ(M))
contains the ideal K of compact operators on Hµ, then we can also achieve some
partial success. The following can be viewed as a variation of an important fact
called Arveson’s boundary theorem [5].

Theorem 8.11. Let M be an operator space and let µ : M → B(Hµ) be a com-

pletely isometric linear map such that C∗(µ(M)) contains the ideal K of compact

operators on Hµ. Let q : C∗(µ(M)) → C∗(µ(M))/K denote the quotient map. Let

r ≥ 1 and assume that there is an integer n ∈ N and an element a ∈ Mn(µ(M))
such that ‖q(n)(a)‖ < r−1‖a‖. Then, the map εµ,r : C

∗(µ(M)) → C∗
e,r(M, µ) is a

∗-isomorphism.

Proof. Basic representation theory for C∗-algebras [21] stipulates that the ∗-homo-
morphism

εµ,r : C
∗(µ(M)) → B(Hr,µ)

is unitarily equivalent to

id(c) ⊕ σ ◦ q
for some cardinal number c and some ∗-homomorphism σ on C∗(µ(M))/K. By
assumption, we see that ‖(σ ◦ q)(n)(a)‖ < r−1‖a‖. In view of Corollary 8.1, we
conclude that c 6= 0. In particular εµ,r is injective and thus

εµ,r : C
∗(µ(M)) → C∗

e,r(M, µ)

is a ∗-isomorphism. �

Many important classical examples of operator spaces fit into the framework of
the previous theorem, such as the higher-dimensional Toeplitz algebra of multivari-
ate operator theory.

Example 10. Fix a positive integer d ≥ 2 and let Bd ⊂ C
d denote the open unit

ball. The Drury-Arveson space H2
d is the reproducing kernel Hilbert space on Bd

with reproducing kernel given by the formula

k(z, w) =
1

1− 〈z, w〉Cd

, z, w ∈ Bd.

This is a Hilbert space of holomorphic functions on Bd, and it is a very natural
higher-dimensional analogue of the classical Hardy space on the unit disc. It can
be identified with the symmetric Fock space over Cd [6], [19].

A function ϕ : Bd → C is a multiplier for H2
d if ϕf ∈ H2

d for every f ∈ H2
d .

Examples of such functions include the holomorphic polynomials in d variables.
Now, every multiplier ϕ gives rise to a bounded linear multiplication operatorMϕ ∈
B(H2

d), and the identification ϕ 7→ Mϕ allows us to view the multiplier algebra as
an operator algebra on H2

d . The book [2] is an excellent reference on these topics.
Let Ad ⊂ B(H2

d ) denote the norm closure of the polynomial multipliers. This
algebra is of tremendous importance in multivariate operator theory [6],[36],[37],
[14] and is also the target of intense research in function theory [16],[20],[15]. One
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of the distinguishing features of Ad is that it is not a uniform algebra, in the sense
that the norm of a multiplier does not coincide with its supremum norm over Bd.

In fact, something more precise is known to hold. The so-called Toeplitz algebra

Td = C∗(Ad) contains the ideal K of compact operators on H2
d , and the quotient

Td/K is ∗-isomorphic to the C∗-algebra of continuous functions on the unit sphere
[6, Theorem 5.7]. Moreover, since d ≥ 2 the quotient map q : Td → Td/K is not
bounded below on Ad (see [6, Theorem 3.3] or [19, Theorem 2.4]). In particular,
we see that C∗

e,r(Ad, id) is ∗-isomorphic to Td for every r ≥ 1, by Theorem 8.11.

Crucial to the preceding example was the fact that quotient map q : Td → Td/K
is not bounded below on Ad, which fails when d = 1. The algebra A1 is simply
the usual disc algebra consisting of the holomorphic functions on the open unit
disc which extend to be continuous on the closed disc. The identification of the
C∗
r -envelope of A1 requires some classical uniform algebra machinery. In fact, we

obtain the following more general result.

Theorem 8.12. Let X be a compact metrizable space and let A ⊂ C(X) be a

closed unital subalgebra which separates the points of X. Let ΣA ⊂ X denote the

Shilov boundary of A. Let α : A → B(Hα) be a completely isometric algebra

homomorphism. Then, for each r ≥ 1 the C∗-algebras C∗
e,r(A, α) and C(ΣA) are

∗-isomorphic.

Proof. Let σ : A → C(ΣA) be the completely isometric algebra homomorphism
given by restriction. Since completely isometric algebra isomorphisms are P-
isomorphisms, by virtue of Theorem 8.4 we see that it suffices to show that C∗

e,r(A, σ)
and C(ΣA) are ∗-isomorphic.

It follows from the Stone-Weierstrass theorem that C∗(σ(A)) = C(ΣA). Now, we
note that εσ,r(1) is a self-adjoint projection, so that there is a unital commutative
C∗-algebra A such that

C∗
e,r(A, σ) = εσ,r(C(ΣA)) = A⊕ {0}.

The maximal ideal space of A can be identified with a compact subset Y ⊂ ΣA. If
we denote by g the Gelfand transform of A, then we know that g : A → C(Y ) is a
∗-isomorphism by the Gelfand-Naimark theorem. Moreover, note that

g ◦ εσ,r(f) = f |Y , f ∈ C(ΣA).

Let ξ ∈ ΣA be a peak point for A, so that there is f ∈ A such that f(ξ) = 1
and |f(x)| < 1 if x ∈ ΣA \ {ξ}. Assume that ξ /∈ Y . Since Y is compact, there
is a natural number n large enough so that ‖fn|Y ‖C(Y ) < 1/r. Then, we see that
‖g ◦ εσ,r(fn)‖ < 1/r which implies that ‖εσ,r(fn)‖ < 1/r. But since ‖fn‖ = 1
and fn ∈ A, this contradicts Corollary 8.1. We thus conclude that Y contains all
peak points for A. Since Y is closed, this implies that Y = ΣA (see the discussion
following [24, Theorem 11.6] or [35, Chapter 8] for instance). Thus A is ∗-isomorphic
to C(ΣA). In particular, we see that C∗

e,r(A, σ) is ∗-isomorphic to C(ΣA). �
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