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The goal of this project was to train a machine learning model to accurately classify an EEG event (electrical activity
on our brain) after training on past events.
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